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PREFACE 

When Richard von Mises died suddenly in July, 1953, he left the first 
three chapters (Arts. 1-15) of what was intended to be a comprehensive 
work on compressible flow. By themselves these did not form a complete 
book, and it was decided to augment them with the theory of steady plane 
flow, which according to von Mises' plan was the next and last topic of 
the first part. 

This last work of Richard von Mises embodies his ideas on a central 
branch of fluid mechanics. Characteristically, he devotes special care to 
fundamentals, both conceptual and mathematical. The novel concept of 
a specifying equation clarifies the role of thermodynamics in the mechanics 
of compressible fluids. The general theory of characteristics is treated in an 
unusually complete and simple manner, with detailed applications. The 
theory of shocks as asymptotic phenomena is set within the context of 
rational mechanics. 

Chapters I V and V (Arts. 16-25) were written with the author's papers 
and lecture notes as guide. A thorough presentation of the hodograph 
method includes a discussion and comparison of the modern integration 
theories. Shock theory once more receives special attention. The text ends 
with a study of transonic flow, the last subject to engage von Mises' in­
terest. 

In revising the existing three chapters great restraint was exercised, so 
as not to impair the author's distinctive presentation; a few sections were 
added (in Arts. 7, 9, 15). More than forty pages of Notes and Addenda, 
partly bibliographical and historical, and partly in the nature of appendices, 
follow the text. This is in line with von Mises' practice of keeping text free 
from distraction, while at the same time providing a fuller background. 
The text is, however, completely independent of the Notes. 

Every facet of the work was studied jointly by us, in an attempt to con­
tinue in the author's spirit. Final responsibility for the text and the Notes 
to Arts. 16-21, 25 and the Notes to Chapters I , I I lies, however, with Hilda 
Geiringer (Mrs. R. v. Mises) and for the text and Notes to Arts. 22-24 
and the Notes to Chapter I I I with G. S. S. Ludford. 

The present book contains no extensive discussion of the approximation 
theories, which have proved to be so fruitful. I t was the author's intention 
to discuss these in the second part of his work, along with various other 
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topics. The book has been written as an advanced text-book in the hope 
that both graduate students and research workers will find it useful. 

We are greatly indebted to many people for help given in various phases 
of our task. Helen K. Nickerson, who was the much appreciated assistant 
of von Mises in the writing of the first three chapters, helped in their 
later revision and read Chapters IV , V with constructive criticism. The 
whole manuscript was read by G. Kuerti, who suggested important im­
provements. S. Goldstein at times gave us the benefit of his unique in­
sight into the whole field of mechanics. M . Schiffer was always ready with 
discussion and advice on delicate questions of a more mathematical nature. 
The influence of C. TruesdelFs important contributions to the history of 
mechanics is obvious in many Notes; he also readily provided more specific 
information. 

Very able assistance was rendered by W . Gibson and S. Schot, whom we 
thank cordially for their dedicated interest and valuable help. Thanks are 
also due to M . Murgai who prepared the subject index and to D. Rubenfeld 
who made the final figures. 

We are particularly grateful to F. N . Frenkiel as an understanding and 
patient advisor. The work of Hilda Geiringer at the Division of Engineering 
and Applied Physics, Harvard University, was generously supported by 
the Office of Naval Research; that of G. S. S. Ludford, was carried out 
under the sympathetic sponsorship of the Institute for Fluid Dynamics 
and Applied Mathematics, University of Maryland, and its director Μ . H. 
Martin. 

Finally, much more than a formal acknowledgment is due to Garrett 
BirkhofT, who enabled H. Geiringer to carry out her task under ideal work­
ing conditions. I t is mainly due to his vision and understanding that this 
last work of Richard von Mises has been preserved. 

H I L D A G E I R I N G E R 

G. S. S. LUDFORD 

Cambridge, Massachusetts 
Fall 1957 



The leitmotif, the ever recurring melody, is that two things are 

indispensable in any reasoning, in any description we shape 

of a segment of reality: to submit to experience and to face 

the language that is used, with unceasing logical criticism. 

from an unpublished paper of R. v. Mises 



CHAPTER I 

INTRODUCTION 

Article 1 

The Three Basic Equations 

1. Newton's Principle 

The theory of fluid flow (for an incompressible or compressible fluid, 
whether liquid or gas) is based on the Newtonian mechanics of a small 
solid body. The essential part of Newton's Principle can be formulated into 
the following statements: 

(a) To each small solid body can be assigned a positive number ra, 
invariant in time and called its mass; and 

(b) The body moves in such a way that at each moment the product 
of its acceleration vector by ra is equal to the sum of certain other 
vectors, called forces, which are determined by the circumstances 
under which the motion takes place (Newton's Second Law) . 1 

For example, if a bullet moves through the atmosphere, one force is gravity 
rag,* directed vertically downward (g = 32.17 ft/sec2 at latitude 45°N) ; 
another is the air resistance, or drag, opposite in direction to the velocity 
vector, with magnitude depending upon that of the velocity, etc. 

By means of a limiting process, this principle can be adapted to the case 
of a continuum in which a velocity vector q and an acceleration vector 
dq/dt exist at each point. Let Ρ be a point with coordinates (x, y, z ) , or 
position vector r, and dV a volume element in the neighborhood of P ; to 
this volume element will be assigned a mass pdV, where ρ is the density, 
or mass per unit volume. Density will be measured in slugs per cubic foot. 
For air under standard conditions (temperature 59°F, pressure 29.92 in. Hg, 
or 2116 lb/ft 2 ) , ρ = 0.002378 slug/ft3, as compared with ρ = 1.94 slug/ft3 

for water. The forces acting upon this element are, the external force of 

* Vectors will be identified by means of boldface type a, v, etc.; the same letter in 
lightface italic denotes the absolute value ox the vector: a = | a |; components will 
be indicated by subscripts, as ax , ay . The scalar and vector products of a and b will 
be represented by a»b and a X b respectively. In the figures the bar notation 
for vectors will be used namely a, g, etc. 

1 



2 I . I N T R O D U C T I O N 

gravity pgdV and the internal forces resulting from interaction with ad­
jacent volume elements. Thus, after dividing by dV, the relation 

(1) ρ = Pg + internal force per unit volume 
at 

is a first expression of statement (b ) . 
T o formulate part (a) of Newton's Principle, note that the mass to be 

assigned to any finite portion of the continuum is given by fpdV and there­
fore, since this mass is invariant with respect to time, 

(2) 

These two relations will be developed further in succeeding sections, but 
first the meaning of the differentiation symbol d/dt occurring in Eqs. (1) 
and (2) must be clarified. 

The density ρ and the velocity vector q are each considered as functions 
of the four variables x, y, z, and t, so that partial derivatives with respect 
to time and with respect to the space coordinates may be taken, as well 
as the directional derivative corresponding to any direction I, given by 

d - = cos (/, x) ^- + cos (Z, y) + cos (Ζ, ζ) |- , 
θί dx dy dz 

where cos (Ϊ, x), cos (I, y), and cos (Z, z) are the direction cosines defining 
the direction I. In particular, if I be taken as the direction of q, the direction 
cosines may be expressed in terms of q, to give 

d d , d , d 

where s is used in place of I to designate the direction of the line of flow; for 
this direction ds = q dt. By d/dt in Eqs. (1) and (2) is meant, not partial 
differentiation with respect to t at constant x, y, z, but rather differentiation 
for a given particle, whose position changes according to Eq. ( 3 ) : 

(4) 

d = ^tdx_d_i_dyd^,dzd 
dt dt dt dx dt dy dt dz 

d . d , d . d d , d 
= dt + qxd~x + q " d y + q*dz = dt + qdi' 

The acceleration vector dq/dt is the time rate of change of the velocity 
vector q for a definite material particle which moves in the direction of q 
at the rate q = ds/dt. The operation d/dt may be termed particle differen­
tiation, or material differentiation, as distinguished from partial differentia-
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tion with respect to time at a fixed position. An alternative form of Eq. (4) 
is 

( θ d&~h + (q-grad)-
Here, grad is considered as a symbolic vector with the components d/dx, 
d/dy, and d/dz in accordance with the well-known notation of grad / for 
the vector with components df/dx, df/dy, and df/dz, which is called the 
gradient of f, and the scalar product q*grad means the product q times the 
component of grad in the q-direction, i.e., q d/ds = qx d/dx + qy d/dy + 
qz d/dz. Equations (4) or (4') will be referred to as the Euler rule of differ­
entiation? 

When conditions are such that the partial derivative with respect to 
time, d/dt, vanishes for each variable, the phenomenon is called steady, as 
in steady flow, steady motion. Particle differentiation then reduces to 
q d/ds. 

2. Newton's equation for an inviscid fluid 

The above equation (1) holds for any continuously distributed mass in 
which the density ρ is defined at each point and at each moment of time. 
Different types of continua may be characterized by the form of the term 
which represents the forces arising from interaction of neighboring ele­
ments. An inviscid fluid is one in which it is assumed that the force acting 
on any surface element d§>, at which two elements of the fluid are in con­
tact, acts in a direction normal to the surface element. I t can be shown (see, 
for example, [16],* p. 2) that at each point Ρ the stress, or force per unit 
area, is independent of the orientation (direction of the normal) of dS. The 
value of this stress is called the hydraulic pressure, or briefly pressure, p, 
at the point P. The word "pressure" indicates that the force is a thrust, 
directed toward the fluid element on which it acts: negative values of ρ 
are not admitted. 

For a small rectangular cell of fluid of volume dV = dx dy dz (see F ig . l ) , 
two pressure forces act in the z-direction, on surface elements of area dy dz. 
Taking the x-axis toward the right, the left-hand face experiences a force 
ρ dy dz directed toward the right, while the right-hand face experiences a 
force (p + dp) dy dz directed toward the left; here dp = (dp/dx) dx. The 
resultant force in the rc-direction is thus 

— dp dy dz = —^-dxdydz= — ̂  dV. 
y υ dx * dx 

Therefore the internal force per unit volume, appearing in Eq. (1) , has 

* Numbers in brackets refer to the bibliography of standard works, p. 502 if. 
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ζ 

~ Γ ^1 
dz|- — 

(P+dp) 

dx 

F IG . 1. Rectangular volume element with pressure forces in x-direction. 

x-component — dp/dx; similarly, the remaining components are found to 
be — dp/dy and — dp/dz. Hence 

( I ) P~ = pg ~ grad ρ 

expresses part (b) of Newton's Principle. This equation was first given by 
Leonhard Euler (1755), but is usually known as Newton's equation? 

The vector Eq. ( I ) is equivalent to the three scalar equations 

dqx dp 
dt dx 

(ΐ ' ) 
dqy 

p l t = p g * 
dp 

dqz dp 

Equations ( I ) and ( Γ ) are valid only for inviscid fluids. If viscosity is 
present, additional terms must be included in the expression for the internal 
force per unit volume, thus generalizing Eq. ( I ) . This will be discussed later 
(Sec. 3.2). 

The motion of the fluid may also be described by following the position 
of each single particle of the fluid for all values of t. From this point of view 
the so-called Lagrangian equations of motion are obtained, which determine 
the position (x, y, z) of each particle as a function of t and of three parame­
ters identifying the particle, e.g., the position of the particle at t = to .4 

Except in certain cases of one-dimensional flow, the Eulerian equations are 
more manageable. 

In either case the following basic concepts apply. The space curve de­
scribed by a moving particle is called its path or trajectory. The family of 
such trajectories is defined by the differential equation dr/dt = q(r, t). On 
the other hand, at each fixed time t = t0, there is a (two-parameter) family 
οϊ streamlines: for t = U each streamline is tangent at each point to the 
velocity vector at this point, its differential equation being dx X q(r, t0) = 0, 
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or dx:dy:dz = qx:qy:qz, where qx = qx(x, y, z, to), etc. Thus in general the 
family of streamlines varies in time. Clearly the streamline through r at 
t = to, is tangent to the trajectory of the particle passing through r at that 
instant. 

If, in particular, the motion is steady, i.e., at each point Ρ the same 
thing happens at all times, then there is only one family of streamlines, 
which then necessarily coincides with the trajectories. 

In the general case it is convenient to consider, in addition, the particle 
lines (or " world l ines"). They are defined in four-dimensional x, y, z, i-space, 
each line corresponding to one particle. They appear in Chapter I I I as the 
x, Mines. A particle path is the projection onto x, y, 2-space of the respective 
particle line. 

3. Equation of continuity 

In order to express part (a) of Newton's Principle—conservation of mass 
—in the form of a differential equation, the differentiation indicated in Eq. 
(2) could be carried out by transforming the integral suitably (see below, 
Sec. 2.6). I t is simpler, however, to consider again the rectangular cell of 
Fig. 1. Fluid mass flows into the cell through the left-hand face at the rate 
of pqx dy dz units of mass per second, and out of the right-hand face at rate 
[pqx + d(pqx)] dy dz, where d(pqx) is the product of dx and the rate of change 
of pqx in the ^-direction, or [d(pqx)/dx] dx. Thus the net increase in the 
amount of mass present in this volume element caused by flow across these 
two faces is given by — [d(pqx)/dx] dx dy dz, with analogous expressions for 
the other pairs of faces. If we use the expression div v, divergence of the 
vector v, for the sum (dvx/dx) + (dvy/dy) + (dvz/dz), the total change in 
mass per unit time is —div (pq) dV. Now if the mass of each moving par­
ticle is invariant in time, the difference between the mass entering the cell 
and that leaving the cell must be balanced by a change in the density of the 
mass present in the cell. A t first, the mass in the cell is given by ρ dV, and 
after time dt by (p + dp) dV, where dp = (dp/dt)dt. Thus the rate of change 
of mass in the cell, per unit time, is given by (dp/dt) dV, so that 

( ID d iv (pq ) = - ^ . 

This relation, valid for any type of continuously distributed mass, is known 
as the equation of continuity.5 

A slightly different form of ( I I ) is obtained by carrying out the differ­
entiation of pq, giving 
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or, using the Euler rule (4) 

( Ι Ι ' ) 

Either form, ( I I ) or (II ' )> will be used in the sequel. In the case of a steady 
flow, Eq. ( I I ) reduces to 

while in the case ρ = constant, that of an incompressible fluid, Eq. ( I F ) 
gives 

whether or not the flow is steady. The equation of continuity remains un­
altered when viscosity is admitted. 

4. Specifying equation 

The equations ( I ) and ( I I ) , which express Newton's Principle for the mo­
tion of an inviscid fluid and are usually referred to as Euler's equations, in­
clude one vector equation and one scalar equation, or four scalar equations. 
There are, however, five unknowns: qx, qy , qz, p, and p, in these four 
equations. I t follows that one more equation is needed in order that a solu­
tion of the system of equations be uniquely determined for given "boundary 
conditions ,\ Boundary conditions, in a general sense, are equations involv­
ing the same variables, holding, however, not in the four-dimensional x, y, z, 
ί-space, but only in certain subspaces, as at some surface Φ(χ, y, z) = 0, 
for all t (boundary conditions in the narrower sense), or at some time 
t = to, for all x, y, ζ (initial conditions). 

There exists no general physical principle which would supply a fifth 
equation to hold in all cases of motion of an inviscid fluid, as do Eqs. ( I ) 
and ( I I ) . What can and must be added to ( I ) and ( I I ) is some assumption 
that specifies the particular type of motion under consideration. This fifth 
equation will be called the specifying equation. Its general form is 

where it is understood that derivatives of p, p, and q may also enter into F. 6 

The simplest form of specifying condition results from the assumption 
that the density ρ has a constant value, independent of x, y, z, and t. I t is 
evident that if ρ is a constant, the number of unknowns reduces to four, 
and ( I ) and ( I I ) are sufficient. This is the case of an incompressible fluid. 

The most common form of a specifying equation consists in the assump-

div (pq) = 0, 

div q = 0, 

( I I I ) F(p, p, q> χ, y, *, t) = o, 
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tion that ρ and ρ are variable but connected at all times by a one-to-one 
relation of the form 

( I l i a ) F(p, p) = 0. 

This means that if the pressure is the same at any two points, the density 
is also the same at these two points, whether at the same or different mo­
ments in time. Examples of such (ρ, p)-relations are 

(5a) - = constant, 
Ρ 

(5b) — = constant, 
p" 

(5c) ρ = A - - , Β > 0,7 

ρ 

where κ, A, and Β are constants. In the first of the examples (5) pressure 
and density are proportional; in general, it will be assumed that ρ increases 
as ρ increases, and vice versa, so that dp/dp > 0. If the specifying equation 
is of the form ( I l i a ) , the fluid is called an elastic fluid, because of the analogy 
to the case of an elastic solid where the state of stress and the state of strain 
determine each other. A large part of the results so far obtained in the 
theory of compressible fluids holds for elastic fluids only. 

The special assumption that the specifying equation is of the form ( I l i a ) 
is, however, too narrow to cover, for example, the conditions of the at­
mosphere in the large. I t is well known from thermodynamics that for each 
type of matter a certain relation exists among the three variables, pressure, 
density, and temperature, the so-called equation of state. Thus the tempera­
ture can be computed when ρ and ρ are known. If the atmosphere were 
assumed to be elastic, so that a specifying equation of the form ( I l i a ) held, 
it would then be sufficient to measure ρ in order to know the temperature 
as well. This is obviously not the case, so a specifying equation of the form 
( I l i a ) cannot hold for the atmosphere in general. [The equation of state is 
not a specifying equation, even of the more general type ( I I I ) , since it 
implies temperature as a new variable.] In many aerodynamic problems, 
only comparatively small portions of the atmosphere need be considered, 
such as the vicinity of the airplane. In such cases, there is no objection in 
principle to the use of a specifying equation of the form ( I l i a ) , if this 
brings the solution of the problem within reach. 

The particular cases corresponding to the examples of (p, p)-relations 
given in (5) can be interpreted in terms of certain concepts from thermo-
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1 
F I G . 2. ρ versus ~ for (1) isothermal and (2) isentropic flow, 

ρ 

dynamics. For a so-called perfect gas* the equation of state is 

(6) V- = gRT, 
ρ 

where Τ is the absolute temperature (°F + 459.7) and R is a constant de­
pending upon the particular gas.8 For dry air, if considered as a perfect 
gas, the value of R can be taken as 53.33 ft/°F. From Eq. (6) it follows 
that for a perfect gas the condition (5a) implies a flow at constant tem­
perature, or isothermal flow. 

The entropy S of a perfect gas is defined by 

(7) S = g R . log — + constant, 
7 - 1 py 

where γ is a constant, having the value 1.40 for dry air. Thus the motion 
of a perfect gas with the condition (5b) as specifying equation and κ = y 
is isentropic. The motion of any fluid having the specifying equation (5b), 
with κ > 1, will be termed polytropic. 

If ρ is plotted against 1/p, the specifying equation for an isothermal flow 
is represented by (1), an equilateral hyperbola (see Fig. 2 ) ; the curve for an 
isentropic flow is shown as the dotted line (2) . Whenever the variation of ρ 
and of p is confined to a small range of values, the relevant part of these, (or 
other)* curves can be approximated by a straight line, giving the third type 

* A perfect gas is not necessarily inviscid (see [16], p. 83). 
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of specifying condition (5c). This linearized form of the (p, p)-relation 
(see Sec. 17.5) often facilitates the solution of a problem. Specifying equa­
tions which are not of the form ( I l i a ) will be discussed later (Arts. 2 and 3) . 

In the case of steady flow, which was defined by the added condition 
d/dt = 0 for all five dependent variables, it would appear that there are 
more differential equations than unknowns. Actually, if t does not occur 
in the specifying equation, which is true a fortiori when this equation-is of 
the form ( I l i a ) , the system consisting of Eqs. ( I ) , ( I I ) , and ( I I I ) does not 
include t explicitly. For such a system the assumption d/dt — 0 at t = 0 
leads to a solution totally independent of t. Thus, the assumption of steady 
motion is a boundary condition only, according to the definition at the 
beginning of this section. The same is true in the case of a plane motion, 
which is defined by the conditions qz = 0 and d/dz = 0 for all other vari­
ables, provided ζ does not occur explicitly in the specifying equation. 

5. Adiabatic flow 

In many cases the specification of the type of flow is given in thermo­
dynamic terms. I t is then necessary, in order to set up the specifying 
equation ( I I I ) , to express these thermodynamic variables in terms of the 
mechanical variables. Two examples have already been mentioned 
above. If it is known (or assumed) that the temperature is equal at all 
points and for all values of t, then the equation of state, which is a relation 
bet\veen T, p, and p, supplies a relation of the form ( I l i a ) , F(p, p) = 0; 
or, if the condition reads that the entropy has the same value everywhere 
and for all times, the definition (7) supplies another relation of the type 

The most common assumption in the study of compressible fluids is that 
no heat output or input occurs for any particle. If this refers to heat trans­
fer by radiation and chemical processes only, the flow is called simply 
adiabatic. If heat conduction between neighboring particles is also excluded 
we speak of strictly adiabatic motion. In order to translate either assumption 
into a specifying equation, the First Law of Thermodynamics must be 
used, which gives the relation between heat input and the mechanical 
variables. If Q' denotes the total heat input from all sources, per unit of 
time and mass, the First Law for an inviscid fluid can be written 

where cv is the specific heat of the fluid at constant' volume, and quantity 
of heat is measured in mechanical units. The first term on the right repre­
sents the part of the heat input expended for the increase in temperature; 
the second term corresponds to the work done by expansion. Equation (8) 

( I l i a ) . 

(8) 
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is equivalent to the more familiar equation 

dQ = cvdT + ρ dv, 

which is derived from (8) by multiplying by dt and writing υ (specific vol­
ume) in place of 1/p. 

If it is known that a flow is strictly adiabatic, i.e., that the total heat 
input from any source (conduction, radiation, etc.) is zero, then Q' has to 
be set equal to zero in (8) while Τ may be expressed in terms of ρ and ρ by 
means of the equation of state. Finally, an expression for cv in terms of the 
variables T, p, and ρ is needed. For a perfect gas, where the equation of 
state is (6) , it is generally assumed that cv is a constant given by 

(9) cv = gR 
l ' 

where, for dry air, y = 1.4. We note for further reference that from Eqs. 
(6) and (9) 

(9') c . r = - J - P 
7 - 1 ρ 

Thus, from (6), (8) , and (9) 

dp 
dt 

0> = gR J_ d_ ΛΛ _ Ρ 
v y-lgRdt\p) p2 

_ 1 /1 dp _ ρ dp\ _ ρ 
~ 7 - 1 \P dt p2dt) p2 

= 1 V (\dp _ Ί dp\ 
7 — 1 ρ \p dt ρ dt / ' 

dp 
dt 

or 

(10) < y - ι ? ' ( i o g ! L ) 
7 - 1 ρ dt \ pV 

holds for a perfect inviscid gas. With the assumption that Q' = 0, Eq. (10) 
re'duces to the specifying equation 

holding for strictly adiabatic flow of a perfect inviscid gas. 
By means of (6) and (7) , Eqs. (10) and (11) may be expressed in terms of 

the entropy S, giving 

(12) Q' = Τ ^ , ^ = 0 when Q' = 0. 
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Thus, S (or p/py) keeps the same value for each particle at all times when 
Q' = 0. Nevertheless, this constant value of S may be different for distinct 
particles, so that strictly adiabatic flow need not also be isentropic in the 
sense of Sec. 4. 9 Only under the additional assumption that all particles 
have a common value for S at some particular time t, does the condition 
(11) lead to a (p, p)-relation of the form (5b). Actual cases of fluid motion 
will be met later (Sec. 15.6) in which the specifying equation is exactly Eq. 
(11), while p/py has different values for different particles. The specifying 
equation (11) is not of type ( I l i a ) ; a perfect inviscid gas in adiabatic flow 
does not necessarily behave like an elastic fluid. 

Article 2 

Energy Equation. Bernoulli Equation 

1. Some transformations 

Newton's equation (1.1), the equation of continuity ( l . I I ) , and an ap­
propriate form of specifying equation ( l . I I I ) constitute a complete basis 
for the theory of inviscid compressible fluid flow. In the present article a 
scalar equation, known as the energy equation, will be derived from Eqs. 
(1.1) and ( l . I I ) , independently of Eq. ( l . I I I ) . This equation holds in all 
cases, regardless of any hypothesis that the fluid is elastic or the flow adia­
batic, etc., since these assumptions enter only with Eq. ( l . I I I ) . Only the 
assumption that the fluid is inviscid must be retained since it was used in 
the derivation of (1.1). The effect of viscosity on the energy equation will 
be discussed in Art. 3. I t is to be emphasized that the energy equation is a 
mathematical consequence of (1.1) and ( l . I I ) and, therefore, does not impose 
any restriction upon the system of functions defined by (1.1) and ( l . I I ) ; 
in particular, the energy equation, as such, cannot serve in place of the 
specifying equation ( l . I I I ) . If, however, the energy balance is subject to 
some condition, which is equivalent to a specifying equation, one can use 
the energy equation to express this condition in the form of a specifying 
equation. 

Taking the scalar product with q on the two sides of the vector equation 
(1.1) we obtain the scalar equation 

(1) pq.^5 = pq-g - q-grad p. 

Each term will now be suitably transformed. 
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(a) From the fact that 2q*dq/dt is the derivative of q«q = q follows 

(2) p q . ^ = p l ^ 
W P 4 dt 9 dt 

(b) From the geometrical definition of a scalar product, the value of 
q»g is qg cos 0, where 0 is the angle between the directions of q and g (see 
Fig. 3) . If h denotes the function of x, y, ζ giving the height of each point Ρ 
above some arbitrary horizontal plane of reference, then the height of Ρ ' , 
reached after displacement from Ρ by an amount ds in the direction of q, 
is h + dh = h + (dh/ds) ds. Hence cos θ = —dh/ds from Fig. 3. Since h is 
a function of position only, dh/dt = 0, and the Euler rule of differentiation, 
(1.4) gives dh/dt = q dh/ds. Thus 

to\ dh dh d ( , ν 

(3) p q - g = - W T s = -f>9jt = - P J t W . 

(c) From the analytic definition of a scalar product, we have 

, dp . dp . dp 

The first term on the right may be written as 

dp d , ν dqx 

5 χ τ - = - (pqx) — Ρ -τ—, 

and similarly for the other two terms, so that 

(4) q-grad ρ = div (pq) - ρ div q = div (pq) + - ~ , 
p at 

where the last term is obtained by substituting for div q from the equation 
of continuity (1 . ΙΓ ) · 
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When (2) , (3), and (4) are substituted in (1), the result is 

or, setting 

(5) W = d i v ( P q ) = ^ + « + « , 
dx dy dz 

rearranging terms and dividing by p, 

d /V ι  Λ ι  w V dp d (\\ 
&\2+β\)+ϊ = ~?dt = V d t \ - p ) -

This relation is valid for any functions p, p, and q of the variables x, y, zy t 
satisfying Eqs. (1.1) and ( l . I I ) . 

2 . The energy equation for an element of an inviscid perfect gas 

Physical interpretation of the term w will show that (6) may rightly 
be considered as a preliminary form of the energy equation for a fluid 
element. Consider again an infinitesimal portion of the moving fluid in­
cluded in a rectangular cell with sides of length dx, dy, dz (see Fig. 1). The 
force due to pressure on the left-hand face has the magnitude ρ dy dz and 
the direction of the positive x-axis, so that the work done per unit time by 
this force is qxp dy dz. On the opposite face the pressure has the direction 
of the negative rr-axis, so that the work done against pressure in unit time 
is given by [qxp + d{qxp)]dy dz, where d(qxp) = [d(qxp)/dx] dx. Thus 
[d(qxp)/dx] dx dy dz is an expression for the work done against pressure on 
this pair of faces. Adding the analogous expressions for the other two pairs 
of faces, the total work done per unit time against pressure is given by 
div (pq) dx dy dz. Thus w = div (pq) represents the work per unit volume, 
and w/p the work per unit mass, both referred to unit time, against pressure 
on the surface of an element of fluid. 

Since q/2 is the kinetic energy and gh the potential energy (except for 
an additive constant) per unit mass, the left-hand member of Eq. (6) may 
be interpreted as the change per unit time of the sum of the kinetic and 
potential energies, plus the work done per unit time against the pressure on 
the surface of the fluid element, all per unit mass. The right-hand member 
of (6) occurs in Eq. (1.8), which expresses the First Law of Thermody­
namics, from which pd(l/p)/dt = Qf — cv dT/dt. Thus Eq. (6) may be 
written 

(7) 
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where it has been assumed that cv is a constant, which is true for a perfect 
gas; the case of a variable cv will be discussed in Sec. 3. For a perfect gas, 
the product cvT is called the (specific) internal energy. The content of Eq. 
(7) may then be expressed by this statement: For an inviscid perfect gas, 
the heat input per unit time, Q'> is equal to the time rale of change of the total 
energy {kinetic, potential, and internal) plus the work done per unit time at 
the surface of the element against pressure) all quantities are expressed per 
unit mass. 

Under the assumption that the flow is strictly adiabatic, Q' = 0, the 
left-hand member of (7) must vanish. In this case (7) serves to express 
the condition Qf = 0 in terms of mechanical variables [using (1.9')]. The 
reader may verify that equating the left-hand side of (7) to zero leads back 
to (1.11), which was given as the specifying equation for strictly adiabatic 
flow. 

Another expression for Q' has been obtained in (1.12), and (7) then be­
comes 

» £ ( £ + * + * r ) +
 7 - ' a -

Either of the equations (7) or (8) is the classical energy equation for a fluid 
element of a perfect gas. In Eq. (8) three thermodynamic quantities occur: 
T, S, cv. If these are replaced by their values from the equation of state 
(1.6) and the definitions (1.7) and (1.9), respectively, (8) must reduce 
identically to (6) . Various alternative forms of the energy equation can be 
given if thermodynamic variables other than cv, T, and S are used. For 
example, if the specific heat at constant pressure, cp , is introduced (for a 
perfect gas) by cp = cv + gR* Eq. (1.8) with Τ = p/pgR becomes 

O' = L (e\ 4- « 1 (i\ = _L (c *R - 25? ^ \ 
v gR dt \pj ^ p dt \p) pgR \ dt ρ dt J' 

This expression may replace the right-hand member of Eq. (8) . 

3. Nonperfect (inviscid) gas 

Equations (7) and (8) have been derived under the hypotheses that 
the equation of state is (1.6) and that S and cv are given by (1.7) and (1.9). 
Slightly generalized forms of Eqs. (7) and (8) hold also in the case of a non-
perfect gas. I t is assumed that some equation of state holds, in the form 

(9) Τ = T(p, P). 

The nature of the gas is determined by the form of the function T(p, p) 
and that of two other functions: the entropy S(p, p) and the internal energy 

* I t then follows from (1.9) that y = cp/cv , the ratio of the specific heats. 
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U(p, p) . These two functions, however, cannot be chosen independently of 
T(p, p) and of each other. I t is required that for a nonperfect gas, too, 
Eq. (1.12) is valid—which means that the heat input Q' per unit time and 
mass equals Τ dS/dt—and that the First Law of Thermodynamics holds 
for any change in ρ and ρ in the form 

corresponding to (1.8). Since 

dU = dUdp ,dUdp dS = dSdp dSdp^ 
dt " dp dt dp dt a n dt ~ dp dt dp dt ' 

the relation (10) can be correct for arbitrary dp/dt and dp/dt only if 

(11) τψ-ψ- and τψ-ψ-Έ.. 

dp dp dp dp p z 

Eliminating U, we obtain 

dp \ dp) dp \ dp p 2/ 

This leads to the condition 

( 1 2 ) dQS, D = dSdT _ dSdT = l_ 
θ(ρ, ρ) ~ dp dp dp dp p 2 > 

or 

(12') // χ = 1. 

I t can easily be verified that (12) is satisfied by the expressions for Τ and 
S given in Eqs. (1.6) and (1.7) for a perfect gas, while the corresponding 
value of U is found to be, up to an additive constant 

(13) U = - 1 V 

l p ' 

and this equals cvT by (1.9'). 
For a given equation of state (9 ) , there exists an infinity of functions 

S(p, p) satisfying Eq. (12). When one of these has been chosen, the internal 
energy U(p, p) is determined, except for an additive constant, by (11). 
The right-hand side of (6) is then to be replaced from (10) by Q' — dU/dt 
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or T(dS/dt) — dU/dt, and the resulting equation differs from (7) or ( ) 
only in having U in place of cvT: 

( .4) $.(ί + +  + υ )  +  ϊ.<,.τ« 

The condition of adiabatic flow is again dS/dt = 0, and this becomes 
a (p, p)-relation is the value of S is supposed to be the same for all particles. 

For example, if the equation of state is taken as 

T = A l V + ^ , 
p 

where Ai and Bi are constants, then an admissible choice for S is 

S = Ap + - with AXB - ABi = 1, 
Ρ 

and the corresponding expression for U is 

U = ^ V2 + AB, ? + ψ± + constant, 

as can easily be verified by differentiation. 

4. Energy equation for an elastic fluid 

If the specifying equation is a (p, p)-relation, the energy equation may 
be given another form. Since only a single fluid element is under considera­
tion, it is not necessary to know that a (p, p)-relation holds for the entire 
fluid; it is sufficient to assume that such a relation holds for the particle in 
question, i.e., that for any two states of the particle with the same value 
for ρ the value of ρ is also the same. 

Since ρ is a function of p, the right-hand member of Eq. (6) can be ex­
pressed entirely in terms of p. Let e be a function of ρ (or of p) whose de­
rivative with respect to ρ is p/p2: 

(15) e = f Vj dp. 

Then 

de _ ρ dp _ d / l \ 
dt ~ ~p2dt ~ ~ V dt \p/ ' 

so that Eq. (6) can be written in the form 
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The quantity e may be called the expansion energy or strain energy] then 
Eq. (16) states: The time rate of change of the sum of the kinetic, potential, 
and strain energies is equal to the work done by the pressure forces on the surface 
per unit time and mass. I t is to be noted that the strain energy exists only 
in the case of a relation between ρ and ρ for the particle in question. For 
the important examples of over-all (p, p)-relationships given in Sec : 1.4 
the corresponding strain energies are: 

(a) Incompressible flow, or ρ = p0 : 

e = constant; 

(b) Isothermal flow of a perfect gas, or - = — : 

Γρο 
J Po 

Po 

— = — log ρ + constant; 
Po ρ Po 

(c) Polytropic flow, or — = — : 
PK Po* 

(17) e = f H i p - d p - + 
J po Po κ — 1 

1 -η 
+ constant; 

Po* 

constant 

κ — 1 ρ 

(d) Linearized condition, ρ = p0 : 
Ρ 

Po ι Β ι  ,  , 
e = — — + - — + constant. 

Ρ 2p2 

The lower limit in (15) has been omitted, which means that there re­
mains an undetermined additive constant in e. This is of no importance 
since only the derivative of e appears in (16). 

5. Bernoulli equation 

If we use Eqs. (2) and (3) , Eq. (1) can be written 
2 

| ( | + ^ ) = - ^ q - g r a d p . 

With the further assumption that the motion is steady, so that dp/dt = 0, 
the Euler rule (1.4) gives 

q . g r a d P = ^ , 
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and the above relation becomes 

Under the hypothesis that a (p, p)-relation exists for the particle in ques­
tion, ρ can be regarded as a function of p. A new function can be introduced, 
say P, whose derivative with respect to ρ is 1/p: 

(19) 
J ρ 

Then dP/dt = (l/p)(dp/dt) and (18) becomes 

(20) 

which is known as the Bernoulli equation.10 

Usually P/g (which has the dimension of length) is called the pressure 
head, and q/2g the velocity head. Equation (20) is equivalent to 

where i f is a constant (which may be different for each particle), or in 
words: During the steady motion of a fluid that is either elastic or subject to a 
particle-wise (ρ, p)-relation the sum Η of the velocity head, the geometrical 
elevation, and the pressure head, has a constant value for each particle. For 
all particles on the same streamline this constant is the same. The quantity 
Η is known as the total head or as the Bernoulli constant or the Bernoulli 
function (since it may vary from one streamline to the next) . 1 1 

The Bernoulli equation can also be given in differential form, by multi­
plying through by dt in Eq. (18): 

(21) q dq + g dh + - dp = 0 
Ρ 

or, neglecting gravity, 

(21') PQ dq + dp = 0, 

where the differentials refer, of course, to the changes in q, h, and ρ for a 
definite particle. 

The Bernoulli equation in differential form can also be derived directly 
from Eq. (1.1) as the component of Newton's equation in the direction of 
q, where d/dt is to be identified with q(d/ds). 

For the four cases listed previously, the function Ρ is given by 
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(a) Incompressible flow, or ρ = p0 : 

Ρ = — + constant; 
Po 

(b) Isothermal flow of a perfect gas, or — = — : 
Ρ Po 

Ρ = — log ρ + constant; 
Po 

(22) 
(c) Polytropic flow, or - = — : 

p" Po* 

Ρ = — % ^ p{K~l),K + constant = — ? + constant; 
κ — 1 po κ — 1 ρ 

(d) Linearized condition, ρ = 
Po - ρ 

Ρ = 2P<P - Ρ 2 + constant. 
2r> 

Again, the additive constant in Ρ is arbitrary. 
If the Bernoulli equation (20) is compared with the energy equation (16) 

for an elastic fluid, it is seen that Ρ includes both the strain energy and the 
surface work w. In fact, the equality 

dP _ de _j_ w 
dt dt ρ 

follows for steady motion directly from (4) , using (15), (5) , and (19). Thus 
the pressure head P/g is not an energy, but the sum of an energy term and 
a work term. 

In thermodynamics the sum of internal energy U plus the quotient p/p 
is known as enthalpy: 

(23) + 
p 

In adiabatic flow, where Q' = 0, it follows from Eq. (10) that 

dl dU 
dt dt + dt \pj μ dt \p/ dt\pj pdt dt' 

since each particle possesses a (p, p)-relation expressed by the constancy 
of its entropy. Thus, the quantity Ρ in the case of adiabatic flow differs 
from the enthalpy / only by an additive constant (which still may be dif­
ferent for each particle). If the motion is isentroprc, Ρ as well as / is an 
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over-all function of the state variables, and in this case they differ by an 
over-all constant. 

6. Two integral theorems 

In order to extend the energy equation (7) to a volume of finite dimen­
sions, some integral transformation formulas are needed. These will now 
be derived. 

(a) Let V be a volume bounded by a closed surface S. Let F be a function 
of x, y, ζ having first partial derivatives which, together with F, are con­
tinuous in V and on S. 

The formula to be proved is 

(24) [ ^ dV = f F cos (ft, z) ds, 
Jy OZ Jg 

where (ft, z) denotes the angle between the z-axis and the outer normal to S. 
This formula transforms the volume integral over V into a surface integral 
over S. The surface S may consist of a finite number of sections, on each of 
which cos (ft, z) varies continuously. 

Suppose first that V is such that a parallel to the z-axis intersects S in at 
most two points 1 and 2. The volume integral may then be evaluated as an 
iterated integral: 

(25) Ld£dv = LdAId£dz = L^-F>)dA> 
where the region of integration, A, for the double integral is the projection 
of V onto the x, ?/-plane, while the integral with respect to ζ is taken from 
the point 1 where the horizontal cylinder with cross section dA first cuts V, 
to the point 2 where it leaves V (see Fig. 4 ) ; F\ and F2 denote the values of 
F at these points. Let d§>i and d§>2 denote the areas of the parts of S cut off 
by this cylinder, and fti and n<i the directions normal to these surface ele­
ments. Then since dA, dSi , and dS2 are positive quantities, 

dA = — cos (fti , z) d$i = cos (712, z) d&2. 

Thus, the last integral in (25) may be rewritten as 

J (F2 - Fi) dA = j F2 cos (ft2 , z) d§>2 + j Fx cos (fti, z) dSi 

= / F cos (ft, z) dS. 

(26) U 

Equations (25) and (26) give exactly (24). One can easily see that the re­
striction to a surface with only two intersections with a parallel to the 
z-axis is unessential. 
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FIG. 4. Integral transformation from volume to surface integral. 

Analogous formulas hold for the x- and ^/-directions. In particular, 
these formulas may be applied to the cases F = vx , vy , and vz, where vx , 
vy , and vz are the components of a vector v, each formula being taken with 
differentiation in the direction of the component. When these results are 
added, the integrand on the left in Eq. (24) is div v, while the integrand on 
the right is vx cos (n, x) + vy cos (n, y) + vz cos (n, z), which is exactly 
the component vn of ν in the direction n. Thus 

(27) f div ν dV = f vn 

The right-hand member of Eq. (27) may be called the flux of ν through the 
surface $. The result (27) is known as Gauss1 Theorem, or as the Diver­
gence Theorem. 

(b) Let / be a quantity associated with a fluid particle, i.e., a function 
of some or all of the variables qx , qy , qz, p, and p. Then the following for­
mula holds: 

where ρ is the density and d(fv pf dV)/dt means the rate of change of J y pf dV 
as a certain portion of the fluid moves along. 

P y the Euler rule (1.4') and a computation similar to that used in deriv­
ing Eq. (4) we have 

(29) ρ d l = ρ I + pq-grad / = ρ | + div (p/q) - / div ( P q ) . 
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t+dt 

t 
F I G . 5. Change of volume integral due to change and displacement of boundary 

surface. 

From the equation of continuity ( l . I I ) , div (pq) = —dp/dt, so that 

(3o) IAdV = IAdV+i>dV+Lf(£)dV-
Combining the two integrands involving d/dt and applying (27) to the third 
integral, we obtain 

The left-hand side of Eq. (28) expresses the total rate of change of / pf dV, 
due in part to the change within V of the integrand with respect to time 
(which produces the rate of change Jv d(pf)/dt dV), and in part to the 
motion of the boundary S which changes the volume over which the integral 
is extended. This flow takes place across each surface element dS; in time 
dt the surface element d& adds to the volume V a cylindrical element of 
volume d$-qn dt (see Fig. 5). Then / pf dV evaluated only for the addi­
tional volume equals dt /§ pfqn d§>} and the rate of change is therefore 
SgpfQn dS. It is thus seen that the left-hand side of Eq. (28) is precisely 
equal to the right-hand side of Eq. (31), and the proof is complete. Of 
course, with / a= 1, so that df/dt = 0, equation (28) reduces to the 
equation of continuity in its preliminary form (1.2). 

7. Energy equation for a finite mass 

With the aid of the foregoing integral theorems it is easy to derive from 
Eq. (7), which holds for a perfect gas, a relation between the energy, the 
work, and the heat input for a finite portion of the gas. 

Both sides of Eq. (7) may be multiplied by ρ dV and the result integrated 
over V. With the abbreviation / = q/2 + gh + cvT, and the value of w 
from (5), the result is 

(31) 

22 
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If we apply (28) to the first integral and (27) to the second, this becomes 

(33) jt j v Pf dV + J pqn d$ = fv pQ' dV. 

Now the total energy of the fluid mass enclosed by the boundary surface S 
is given by 

(34) E = £ P ( | + gh + cvT^dV = f^pfdV, 

while the work done, per unit time, against pressure on the surface S is 

(35) W = f pqn dS, 

since the force has magnitude ρ dS, and the rate of motion in the direction 
opposite to the force is qn . Thus (33) gives 

(36) ^ + W = j v PQ' dV, 

and the statement is the same for a finite portion of a perfect gas as for the 
infinitesimal portion considered in Sec. 2: The total heat input per unit time 
is equal to the time rate of change of the total energy (kinetic, potential, and 
internal) plus the work done per unit time at the surface of the gas against 
pressure. 

The statement (36) holds independently of the type of specifying equa­
tion. For adiabatic flow, Q' = 0, and (36) gives 

dE 
(37) a-ft + W = 0. 

For an elastic fluid, the integral theorems may be applied as above, 
starting from Eq. (16), to give 

(38) f + W = 0, 

where 

(39) E' = jvp (£ + gh + e^ dV. 
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Article 3 

Influence of Viscosity. Heat Conduction 

1. Viscous stresses and hydraulic pressure 

For an inviscid fluid the forces exerted on any fluid element by sur­
rounding masses are normal to the surface element on which they act and 
have the same intensity ρ whatever the orientation of the surface element. 
This intensity ρ (force per unit area) was called the hydraulic pressure 
at the point under consideration. If viscosity is admitted, however, the 
stress vector on a surface element d§> is no longer normal to dS. The stress 
can be resolved into a normal component σ and tangential or shearing 
components r. Considering surface elements normal to the coordinate axes 
(see Fig. 6) , there are three normal stresses: σχ, συ , and σζ, and six shearing 
stresses, equal in pairs: rxy = ryx , ryz = rzy , and τζχ = τχζ , 1 2 Here, as is 
usual in the theory of elasticity, rxy , for example, denotes the component 
in the ^/-direction of the stress acting on a surface element with outward 
normal in the x-direction. More explicitly σχ , rxy, and TXZ denote the com­
ponents of the stress vector tx acting on the element with outward normal in 
the positive x-direction. Thus, a positive value of σχ denotes a tensile stress, 
while a negative value corresponds to compression. If tx , ty , and tz denote 
the stresses acting on surface elements with normals in the χ-, y-, and 2-direc-
tions, then equilibrium considerations show that the stress vector t n acting 
on a surface element with outward normal in the direction η must be given 
by 

(1) t n = t x cos (n, x) + ty cos (n, y) + tz cos (n, z ) . 

Also σ, which is the component of t n in the direction n, is given by 

(2) σ = t n .ή = tnx cos (n, x) + tny cos (n, y) + tnz cos (n, z), 

where tnx , tny , and tnz are the χ-, y-, and ^-components of t n and ή denotes 
the unit vector in the direction n, while the resultant shearing stress is 

(3) τ = V V - σ 2 . 

In the particular case of an inviscid fluid, t n is parallel to ή by hypothesis; 
then in (2) , σ = tn , (3) reduces to τ = 0, and the component of (1) in 
the x-direction is σ cos (η, χ) = σχ cos (n, x), so that σ = σχ . Similarly, 
σ = σν = σζ, as mentioned in Sec. 1.2, where the common value of the nor­
mal stresses was denoted by —p. 

In general, however, the three normal stresses σχ , συ , and σζ are not neces­
sarily equal, the differences being greater the larger the shearing 
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0 
F I G . 6. Stress vectors and their components acting on surface of rectangular cell 

in viscous fluid. 

stresses. In the theory of elasticity this lack of equality causes no difficulty, 
but in fluid mechanics the equation of state requires the existence of a 
hydraulic pressure p, equal for all directions. The question arises: What 
can be used in place of the variable ρ in the equation of state (and in other 
thermodynamic equations) when dealing with a viscous fluid? 

An answer is suggested by this fact (following from Eqs. (2) and (1) by 
a simple computation which uses the elementary properties of the direction 
cosines of orthogonal directions): The sum of the normal stresses σχ , σν , 
and σζ is invariant under rotation of the coordinate axes, i.e., if xf, y', and z' 
define a triple of orthogonal directions, and if σχ> , συ> , and σζ> denote the 
normal stresses corresponding to these directions, then 

(4) σχ> + ay> + σζ. = σχ + συ + σζ . 

For an inviscid fluid, this invariant quantity has the value — 3p. Thus, it 
is natural to consider one-third of the sum (4) as the mean or average tensile 
stress, and its negative as the mean pressure at a given point. I t is usual to 
take 

(5) ρ = ~\(σχ + ay + σζ) 

as the value of ρ in the thermodynamic equations. Whether or not this 
assumption is justified is an essentially experimental question, which cannot 
be settled definitely on the basis of the experimental evidence now avail­
able. Equation (5) will be used in this book as a working hypothesis. 

Once ρ has been defined, the state of stress at any point may be thought 
of as being composed of a hydraulic pressure p, uniform in all directions, 
and a system of viscous stresses σχ , σ'υ , σ'ζ , rxy , τυζ , and τζχ , where 

(6) σχ = —ρ + σχ , συ = —ρ + σ'ν , σζ = —ρ + σ'ζ , 

and consequently, using Eq. (5), 

(7) σ'χ + Cy + σ'ζ = 0. 
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I t is to be noted that the viscous stresses are not additional unknowns, 
over and above the five unknowns qx , qy , qz, p, and ρ considered thus far. 
In the theory of viscous fluids the stresses σ' and τ are taken to be given 
functions of p, p, q, and their derivatives, e.g., σχ may be given as propor­
tional to dqx/dx, etc. The exact form of this dependence will not be con­
sidered here, although a certain necessary restriction, due to the fact that 
viscous forces are "friction forces", will be mentioned in Sec. 3. 

2. Newton's equation for a viscous fluid1 3 

The general form of Newton's equation, holding for any type of con­
tinuum, was given in Eq. (1.1). For the "internal force per unit volume" 
there is first the contribution of the pressure p, which is —grad p, exactly 
as in the case of an inviscid fluid. In the rectangular cell of Fig. 6, the viscous 
forces acting in the x-direction on one set of faces, have the magnitudes 

σχ dy dz, ryx dx dz, τζχ dx dy, 

and on the three opposite faces 

[σ'χ  +  ^ dx^j dy dz, [ryx + dy^j dx dz, [rzx + ^ dz^j dx dy. 

Upon subtracting and dividing through by the volume dx dy dz, we see 
that the x-component of the resultant viscous force, per unit volume, is 

dax . dryx , drzx 

vx = — + ~~z ~r —. 
dx dy dz 

Thus, the x-component of Newton's equation is 

(8) ρ ^ = ρ ί χ _ ^ + * £ ί + *!»? + 
dt dx dx dy dz 

Similarly, or by cyclic substitution on x, y, ζ in Eq. (8) , the other compo­
nents of Newton's equation are 

d<lv dV , ΰτχν , de'v , drzy 

(8) , 
dqz dp drxz dryz daz 

dt dz dx dy dz 

The equation can also be given in vector form as 

( la ) ΡαΊ = p g ~ g r a d V + V> 

where ν is the resultant viscous force per unit volume. If the stress is not 
split up into the uniform pressure ρ and the viscous stresses, the term 
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— (dp/dx) + (dax/dx) in (8) is to be replaced by dax/dx, etc. The reader 
familiar with the notation of tensor calculus will notice that Eq. ( Ia ) may 
also be written as 

(80 ρ
άΛ = p g - g r ad ρ + grad Σ', 

or 

(8 " ) p|i = pg + g radS , 

where Σ denotes the stress tensor and Σ' the tensor of the viscous stresses.14 

Equation ( Ia ) [or (8)] takes the place of (1.1). The addition of viscosity 
has no effect on the form of the equation of continuity (1 . I I ) or (1 . Ι Γ ) , 
and some specifying equation of the form ( l . I I I ) must be added to make 
the system of equations complete. 

3. Work done by viscous forces. Dissipation 

In Art. 2 the energy equation for an inviscid fluid was obtained from the 
vector equation (1.1) by scalar multiplication by q. If we start from ( Ia) 
instead of (1.1), the result of multiplying by q is the same as before, Eq. 
(2.6), except for additional terms on the right resulting from q »v , namely, 

/ θ σ ' dryx drzX\ (drxy dc'y drzy\ 

, / drxz dryz daz\ 

Each term in Eq. (9) can be split into two terms, e.g., 

dax d , /v t d q x dryx d , . d q x 

qx ^ — = τ - \qz<rx) - σχ — , qx —- = — (qxTyx) - ryx —-. 
dx dx dx dy dy dy 

Next, let 

-w' = ^- (qxa'x + qyrxy + qzrxz) + ~ (qxryx + qyay + qzryz) 
dx dy 

(10) 

+ -r- (qxTzx + qyrzy + qza'z) dz 

and, keeping in mind that rxy = ryx , etc. 

η ' d(h , > dqy , > dqz , ^ (dqx . dqA 
\dy ^ dx) 

(11) 

27 
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Then the equation that results in place of (2.6) can be written as 

The definitions given in (10) and (11) have been chosen with a view 
to physical interpretation. I t will be shown (a) that wr is the work done 
per unit of time and volume against the viscous forces, and (b) that 0 is an 
essentially positive quantity having the dimensions of work per unit of 
volume and time, and may be called the dissipation function, or briefly 
dissipation, representing the rate of conversion of mechanical energy into 
heat, per unit of time and volume. 

(a) With the above definitions of the components of stress, the viscous 
force acting on the left-hand face (with outward normal in the negative 
x-direction) of the rectangular cell of Fig. 6 has components 

— σχ dy dz, — rxy dy dz, and — rxz dy dz 

in the χ-, y-, and z-directions, respectively. Thus, the work done by this 
force per unit time is 

— qx(r'x dy dz — qyrxy dy dz — q2rxz dy dz. 

At the opposite face (with outward normal in the x-direction), the work done 
is 

\^χσχ + ^ (qzVx) dx j dy dz + ^qyrxy + ^ - (qyrxy) dx j dy dz 

+ ^qzTxz + ^ (qzrxz) dx~^ dy dz. 

Thus, the net work done at this pair of faces by the viscous forces, per unit 
of time and volume, is 

{qx^'x) + {qyTxy) + ^ (qzrxz); 
dx dy dz 

analogous expressions hold for the remaining pairs of faces, so that the 
total work for all faces is exactly the right-hand side of Eq. (10), and, there­
fore, —w'. Then w' is the work done per unit time and volume against the 
viscous forces. Since w is the work done against hydraulic pressure, the term 
w + w' in (12) includes all work against surface stresses.15 

(b) The velocity terms in (11) can be easily interpreted. For example, 
dxx = dqx/dx is the time rate of deformation in the x-direction, since in time 
dt the left face of the rectangular cell undergoes the displacement 
qx dt, while for the right face the displacement is [ q x + (dqx/dx) dx] dt. 
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Also, since σ'χ is a normal stress due to the viscosity of the fluid, it is 
necessary to assume that σ'χ is positive (tensile stress) when a positive 
expansion occurs (dqx/dx positive) and negative in the case of compres­
sion (dqx/dx negative); but the first product in (11), σχ dqx/dx, is non-
negative, as are the two following terms. I t is known from the elements 
of the theory of elasticity (or the kinematics of a continuum) that the term 
dxy = %(dqx/dy + dqy/dx) represents the time rate of shear about the 2-axis. 
The symmetric tensor D with components dxx , dxy , etc. is called the rate 
of deformation tensor or rate of strain tensor. Again, the nature of viscosity 
requires that a rate of shear strain be accompanied by a shearing stress of 
the same, not opposite, sign. Thus, the fourth term in Eq. (11), rxy(dqx/dy + 
dqy/dx), is nonnegative, as are the following terms, and consequently the 
value of θ itself is nonnegative. 1 6 The above assumptions as to the signs of 
the components of viscous stress may be summarized in the statement that 
the viscous stress tensor Σ', has the nature of a resistance force or friction, 
i.e., of a force that consumes rather than produces energy.17 

The most usual assumption made in the theory of viscous flow is that 
each of the six viscous stresses is a linear function of the rates of deforma­
tion with coefficients constant or known functions of ρ and p. So specific a 
hypothesis is not adopted here, but the assumption concerning signs is 
essential, since the contrary case would correspond to a ''friction force'' 
between material elements that would tend to increase their relative 
velocity. A world in which friction forces accelerated moving bodies would 
contradict all our experience. 

4. The energy equation for a viscous fluid 

The energy equation in mechanical terms has already been given in 
Eq. (12). As in Art. 2, the heat input Q' may be introduced by using the 
First Law of Thermodynamics, which gives the relation between Q' and 
the mechanical variables. This time, however, the statement (1.8) of the 
First Law must be modified to allow for the rate of dissipation of energy, 
which is θ dV for a volume element dV. The modified equation, for a unit 
mass, reads 

no\ n> _L θ dT . d / A 

where Q', as before, denotes the heat delivered to the particle per unit of 
time and mass by radiation or conduction from surrounding fluid elements, 
etc. When Eqs. (12) and (13) are combined, the energy equation reads 

( 1 4 ) ' ( i + ( M . f c r ) + u ± * _ < , 
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if cv is considered to be a constant, as for a perfect gas. The difference be­
tween Eqs. (14) and (2.7) lies only in the additional term w' / ρ representing 
the work done per unit mass and time against the viscous stresses at the 
surface of the element. 

If the flow is considered as being strictly adiabatic, the condition Q' = 0 
supplies the specifying equation 

( i » < ( i + f M . & r ) + i ± ^ _ o . 

This equation does not lead to the simple condition dS/dt = 0 given in 
(1.12) as the specifying equation for strictly adiabatic flow in the case of 
an inviscid perfect gas; for, instead of (1.8), it follows from (13) that 

n , dT , d / l\ Θ 
= C " M + V d t K p ) - p -

If Τ and cv are replaced by the expressions given in (1.6) and (1.9), the 
result that replaces (1.12) is 

(16) Q' = T § - 6 - , 
at ρ 

where the definition (1.7) of the entropy S is used. Thus (15) is equivalent 
to 

(17) Td§ =θ-, 
at ρ 

and either (15) or (17) may be taken as the specifying equation for the 
strictly adiabatic flow of a viscous perfect gas. 

Incidentally, it follows from Eq. (17) that, since θ is nonnegative, 
dS/dt ^ 0 for strictly adiabatic flow, as compared with dS/dt = 0 in the 
case of an inviscid fluid, i.e., the entropy of a particle of a viscous perfect 
gas can never decrease if no heat input or output occurs. This is an ex­
pression of the Second Law of Thermodynamics. 

The result (14) holds only if the fluid is such that cv is constant. For 
a viscous fluid for which an equation of state of the form (2.9) holds, func­
tions U(p, p) and S(p, p) can be found, as shown in Sec. 2.3, satisfying 

' S - ' + i - T + ' i G ) 
and subject to the unchanged restriction (2.11). The energy equation is 
then 

( i e < ( i + l M . c ) + - ± « ! _ t f TdS _ θ 
dt ρ 
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rather than Eq. (2.14) as for an inviscid fluid. The specifying equation for 
strictly adiabatic flow is again (17), or (15) with cvT replaced by U. 

The integration of the energy relation over a finite volume can be car­
ried out as in Sec. 2.7. One new term appears: W, the integral of w' dV. I t 
can be shown by a formal transformation, or inferred from the physical 
meaning of w', that W is the work done per unit time against the viscous 
stresses on the surface of the volume under consideration. Thus if t'n is 
the viscous stress on a surface element dS with outward normal n, we have 

(20) W' = ί w dV = - f t'n.q dS.18 

The integrated energy equation will then read 

( 2 1 ) f + w + W' = fvPQ>dV=fv(PTft-e)av 

in the case of a viscous perfect gas, as compared to Eq. (2.36); the function 
Ε is the same as that in (2.34). 

5. Heat conduction 

All relations so far discussed in this article are valid regardless of whether 
or not there is heat conduction within the fluid. Heat conduction can be a 
factor in the mechanics of a fluid only if it occurs explicitly or implicitly 
in the specifying condition. For example, the specifying condition may 
be that a particle experiences no heat input or output other than the 
exchange of heat with surrounding particles by means of conduction. In 
order to set up the specifying equation corresponding to this case, it is 
necessary first to discuss the mechanism of heat flow. 

I t is usual to assume that at each point of a continuously distributed 
mass the flow of heat in any direction is proportional to the derivative of 
the temperature function in that direction, and that the flow takes place 
from higher values of Τ toward lower values. Consider again the rectangu­
lar cell of Fig. 6. Supposing dT/dx is positive, heat will flow through the left 
face of the cell in the negative x-direction at the rate of k(dT/dx) dy dz 
per unit time, where k is the coefficient of (internal) thermal conductivity 
for the substance. The flux through the opposite face is-

[ k — + (k ^ ) dx dy dz. 
dx dx \ dx/ J * ' 

so that the net gain of heat resulting from flow across these two faces is 

k (k H O d x dy dz' 
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and the net gain of heat per unit time and volume, resulting from flow 
across all faces, is 

Here k may be a given constant, or a given function of T. 
If a fluid motion occurs under simply adiabatic conditions (Sec. 1.5), i.e., 

there is no external heat exchange (by radiation, etc.), the total heat 
input per unit time and volume, pQ', must be given by Eq. (22), or 

(23) Q' = - div (k grad T), 
p 

as compared with the relation Q' = 0 corresponding to strictly adiabatic 
flow. The specifying condition (23) may be expressed also by substituting 
for Q' from (23) in the energy equations (14) or (19): 

(24) 

or 

d_ ( i +gh+u) + = 1 div (Jb grad T) 

(24') Τ d4 - - = - div (k grad T). 
at ρ ρ 

These equations differ from those for strictly adiabatic flow in having 
(1/p) div (k grad T) in place of zero on the right. 

6. General form of specifying equation19 

For some purposes it seems useful to have a general form of specifying 
equation that is not so restrictive as form (1. I l i a ) , yet more explicit than 
Eq. (1. I l l ) , and which includes both viscous and inviscid fluids, with or 
without heat conduction. Such a form of specifying equation is 

(Illb) At + Bt = c> 

and the various cases are obtained by specializing, in appropriate ways, 
the coefficients A, B, and C. 

Take first C = 0 and A and Β as the partial derivatives with respect to 
ρ and ρ of a function F of ρ and p. Then Eq. ( I l l b ) expresses the fact that 
F(p, p) has a constant value for each particle. Combined with the boundary 
condition that at some time this value is the same for all particles, we 
obtain the specifying equation of an elastic fluid. In particular, if the 
function F is the entropy S(p, p) then ( I l l b ) is the specifying equation 
for the adiabatic flow of an inviscid fluid. 
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A general class of conditions is expressed by ( I l l b ) Ίϊ A, B, and C are 
assumed to be arbitrary functions of x, y, z, t, and of the flow variables p, 
p, q. The corresponding wide class of fluid motions is characterized by com­
mon properties. This class does not include the case of viscous or heat-
conducting fluids and may be designated as the class of ideal fluid motions. 
(We shall consider a particular case in Sec. 9.6.) 

The specifying equation for the case of viscosity and heat conduction is 
included in ( I l l b ) if the term C on the right is allowed to depend also on 
derivatives of p, p, and q. In fact, if T(p, p) and S(p, p) are given, and we 
take 

(25) A = Tf, Β = Τ 1 — , 
dp dp 

then the left-hand side of ( I l l b ) is T(dS/dt) and according to (16) must 
equal Qf + θ/ρ. Here θ is defined by (11) as a given function of the viscous 
stresses σ'', τ and of the spatial derivatives of q; and the σ ' , τ are in general 
assumed to be given functions of these spatial derivatives of q with co­
efficients depending on ρ and p. In the strictly adiabatic case Q' = 0, 
while in the simply adiabatic case when heat conduction is admitted with 
no other heat input or output, Qf is determined by (23) as a function of 
the spatial derivatives of T(p, p). T o cover more general cases, one would 
have to add to the right-hand side of Eq. (23) an appropriate function 
expressing the heat production per unit of time and mass. 

If the total heat input [and, therefore, the quantity C in Eq. ( I l l b ) ] is 
given as a function of x, y, z, t, p, p, q, and the spatial derivatives of p, p, q, 
then the system of equations that governs the motion consists of the fol­
lowing: Eq. ( Ia ) , which generalizes Eq. (1.1), Eqs. ( l . I I ' ) and ( I l l b ) . The 
system can then be written in the form: 

-77 = g - - grad ρ + -
at ρ ρ 

(26) ^ = - p d i v q 

dp Β , C 
d t = A p d l V q + A > 

where v, as in ( Ia ) , is the resultant viscosity force per unit volume. Since 
ν depends on the spatial derivatives of q and possibly on the flow variables 
(through the viscosity coefficients) the Eqs. (26) can be interpreted as 
follows: At each moment and for each particle the material derivatives of the 
five unknowns q, ρ, p are determined as functions of the instantaneous values 
of p, p, ({ at the point x, ?/, ζ and in a neighborhood of the point. 
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Article 4 

Sound Velocity. W a v e Equation 

1. The problem 

Suppose that the fluid mass extends indefinitely in all directions, so that 
no boundaries are encountered, and that the fluid is inviscid and elastic. 
The latter assumption means, as in Sec. 1.4, that a universal and one-to-
one relation between ρ and ρ exists. This (p, p)-relation is assumed to be 
differentiable, and such that density increases with pressure, and vice 
versa. Then dp/dp is nonnegative, and we may write 

(1) if- = a\ 
dp 

The dimensions of the left-hand member are given by (ML/T2L2)/ 
( i l f /L 3 ) = L2/T\ Thus a has the dimensions L/T, a velocity. With the 
notation of Eq. (1) , any derivative of ρ can be expressed in terms of the 
corresponding derivative of p, e.g., dp/dx = a dp/dx, and, in particular, 

(2) grad ρ — a grad p. 

A state of rest, q = 0, with uniform pressure and density, ρ = p0, ρ = po, 
is certainly compatible with the equation of motion (1.1), and the equation 
of continuity ( l . I I ) , if gravity is neglected, for all the other terms in these 
equations are derivatives. 2 0 The values ρ = p0, ρ = po are assumed to 
satisfy the given (p, p)-relation. 

Now we consider a small perturbation of the state of rest, caused by an 
initial disturbance: to each (x, y, z, t) there will correspond small values 
of q, ρ — po, and ρ — p 0 . The qualification small means that any product 
of two or more of these quantities or their derivatives will be supposed 
negligible compared to first-order terms. The particle derivative, d/dt, of 
any of these quantities may then be replaced by the partial derivative 
d/dt, since the additional terms are all of second order. Moreover, on the 
left-hand side of Eq. (1.1), ρ dq/dt may be replaced by p 0 dq/dt, the dif­
ference (p — po) dq/dt being of second order. On the right-hand side, 
grad ρ becomes, by Eq. (2) , a2 grad p, for which one has to substitute 
a 0

2 grad p, where a0 is the value of α for ρ = p0, ρ = p 0 , the difference 
(a 2 — ao2) grad ρ being small of second order. Thus, with gravity neglected 
Eq. (1.1) becomes 

(3) po^7 = -a0
2 grad p. 

dt 
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Similarly, the equation of continuity ( l . I I ' ) has to be replaced by 

(4) podiv q = - | ; . 
dt 

These two equations, (3) and (4), are the determining equations for a 
small perturbation in an inviscid elastic fluid originally at rest. There is 
one scalar and one vector equation, with one scalar unknown, p, and one 
vector unknown, q. In contrast to the exact equations (1.1) and ( l . I I ) , the 
present equations are linear in the unknowns ρ and q, which makes them 
more accessible to solution. On the other hand, the full implications of 
this linearization are not easily determined. See, however, a few comments 
in Sec. 13.3. 

2. One-dimensional case. D'Alembert's solution 

Some information on the behavior of a small perturbation may be ob­
tained quickly by a consideration of the one-dimensional problem: it is 
assumed that all particles move in the same fixed direction, say that of x, 
while all unknowns are independent of y and z\ i.e., 

qy = qz = 0 and ± = | = 0. 

Then only the x-component of (3) remains, and in (4) div is to be replaced 
by d/dx: 

/ K x ·  dqx 2  dp dqx dp 
(5) po — = - α ο — , Po — = - — . 

dt dx dx dt 

On multiplying the second equation by a0
2, differentiating with respect 

to t in the first and χ in the second, and subtracting, we obtain 

f n \ d2qx 2 d2qx 

( 6 a ) W = a o a * ' 

while if the multiplication by a0
2 is omitted and / and χ are interchanged 

in the differentiation step, the result is 

/«ι \ d"p 2  d2p 

( 6 b ) a? - α ο λ ? · 

I t can also be seen that any twice differentiable function u of the variables 
qx and ρ satisfies an equation of exactly the same form, 
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if terms of higher order in the derivatives of qx and ρ are neglected. In fact, 
if u = u iqx,p), then 

2 2  2 

du _ du dqx du dp d u _ du d qx du d ρ 
dx dqxdx dp dx' dx2 dqx dx2 dp dx2' 

where in the second equation terms involving (dqx/dx)\ etc., have been 
omitted. Similarly 

d2u _ du d2qx . du d2p 
dt2 " dqx ~d¥ dp dt2' 

These expressions, together with (6a) and (6b), give (6) . 
Equation (6) is the (one-dimensional) wave equation. The general solu­

tion of this equation was given by d'Alembert: 2 1 if / i (z) and/ 2 (z) denote ar­
bitrary twice differentiable functions of the real variable z, then (6) is 
satisfied by 

(7) u = fi(x + ooO + h(x — OoOi 

where ζ has been replaced by χ + aot in the first function and by χ — a0t 
in the second; for, letting/( denote dfi(z)/dz, etc., we get 

2 2 
d u »/ / ι  - / / d u 2 / /·/ / ι  pff\ 
—2 = j \ - r h , = ao U i " Γ J2), 

from which (6) follows. 
The small perturbation under consideration is assumed to have been 

caused by an initial disturbance imposed on a state of rest. The disturbance 
may be represented by giving the values of qx and ρ — po at t = 0, so that 
qx(x, 0) and p(x, 0) are given functions of x. Knowing qx at some time t 
means knowing also dp/dt at the same time, according to the second of Eqs. 
(5). Thus, if u stands for ρ — p 0 , the initial conditions for u can be written 
in this form: 

(8) at t = 0, u = f(x), = g(x), 
dt 

where / and g are given (sufficiently differentiable) functions of x. liu stands 
for qx , we derive from the given p(x, 0) the value of dqx/dt by means of the 
first Eq. (5) , so that again the initial conditions for u have the form (8). 

The problem before us is to find an integral of Eq. (6) satisfying the con­
ditions (8) . We are going to show that the solution reads 

0 = \ lf(x + aot) + fix - aot)] 
(9 ) 1 

+ 7Γ- [Gix + aot) - G(x - aot)], 
Zao 
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where G(x) is a function whose derivative is g(x): 

(9') G(x) = f ρ® dt ; 

the second part of the solution (9) can also be expressed by 

-f 
0 J x—a 0t 

g(0 dt. 

Indeed, the solution (9) has the form (7) with /i = i f + G/2a0 and 
fi = \f — G/2a 0, so that (9) satisfies the differential equation (6) . Further, 
it is seen immediately that u(x, 0) = f(x), while 

ττ) = [ αο/' (* + «οΟ - a 0/'(a dot)] 

+ J— [a>oG'(x + dot) + d0G'(x — a0t)]\ 
2d0 J 

2d0 

2doG'(x) = g(x), 

as required by (8) . 
Equation (9) shows that the value of u for a given position χ at a given 

time t depends only on the values of the initial disturbance u and du/dt 
in the interval (x + dot, χ — dot) and is independent of the values of the 
initial disturbance at all other points. On the other hand, the initial dis­
turbance on an interval (χι , x2) determines the perturbation u(x, t) only 
for values (x, t) that lie in the triangle in the x, £-plane having base (x\ , x2) 
and sides with slopes l/oo and — I/do, respectively. 

T o discuss the solution (9), we assume first that g is identically zero and 
that/(x) vanishes outside some interval AB:( — c < χ < c). In Fig. 7 the 
values of u = \\f{x + dot) + f(x — dot)] corresponding to certain values 
of t (t = 0, t = h , t = t2) are illustrated. For a fixed position a; to the right 
of Α Β (χ > c) the perturbation u will be zero except for t such that χ — dot 

\ 

x = - c - a 0 t - ^ \ χ 

V 

\ 

• x=-c+ a Qt 

/ 

*7777\γτ777)/ 
/ 

Α Ο Β 

F i g . 7. Propagation with velocity a0 of one-dimensional small disturbance. 
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falls between — c and c; in other words, u(x, t) ^ 0 only for (x — c)/a 0 < 
t < (x + c)/oo. Within this time interval w takes successively one-half 
of the values that /(x) has in the interval χ = — c to χ = c. For a fixed t, 
the perturbation is zero in the three intervals 

(10) χ ^ — c — dot; c — aot ^ χ ^ —c + aot; χ ^ c + Oo£. 

This whole situation can be described in the following terms: the initial 
disturbance/(x) of width 2c splits into two equal parts, each again of width 
2c but each half as high as the original / (x ) , one moving to the right, the 
other to the left, and each with velocity a 0 . Thus, a 0 may be called the 
velocity of propagation of a small disturbance. This velocity depends only on 
the nature of the fluid and the original state of rest; it is independent of the 
exact form of the disturbance. Typical disturbances of air at rest are noise 
or acoustic signals, so the shorter term sound velocity is used mostly. If 
the given (p, p)-relation is Eq. (1.5b): p/pK = constant, characterizing poly-
tropic flow, then a 2 = dp/dp = κρ/ρ. For air, considered as a perfect gas 
and under standard conditions, i.e., p0 = 2,116 lb/ft 2, p0 = 0.002378 slug/ft3, 
and κ = 7 = 1.4, the value of ao is 1,116 ft/sec or 760.9 mph. 2 2 

The results of the above discussion are not essentially changed if the 
restriction g(x) = 0 is omitted. Suppose that qx and ρ — p0 at t = 0 both 
vanish outside a common interval AB. If u is identified with ρ — p 0 , /(x) 
again vanishes outside AB, and g(x) = (dp/dt)t=o, which by (5) is propor­
tional to (dqx/dx)t=o, must also vanish outside AB. Next, qx must vanish 
at A and B, since it vanishes outside this interval and is continuous by 
hypothesis. Thus 

But then also Jf 9f(x) dx = 0; and from G(x) = J* g(£) dl- it follows that 
G(A) = G(B). For a suitable choice of the constant of integration, this 
common value is 0. Then G(x) has the further property G(x) = 0 for all χ 
outside AB, which was the essential property of /(x) used in the previous 
discussion. Again it follows that the perturbation is zero whenever Eq. (10) 
is satisfied, so that the disturbance is propagated to the right and left with 
velocity oo exactly as before. This time, however, the left and right half-
waves are not equal to each other. 

3. The wave equation in three dimensions 

Before returning to the general case covered by Eqs. (3) and (4) , two 
formal relations should be recalled. First, the divergence of a gradient 
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equals the Laplacian operator, or, as applied to any scalar /, 

( n ) ™ > ~ l ( I K ( f K ( I ) 
dx2 dy2 dz2 J 

Secondly, as shown in Sec. 2.6, the flux of a vector through a closed surface 
S is the integral of the divergence of that vector over the volume enclosed 
by S, or, as applied to some vector v, 

(12) [ divvdV = [ vndS. 

With the use of (11), the equations (3) and (4) governing a small per­
turbation of an inviscid elastic fluid originally at rest can be suitably trans­
formed. Taking the divergence of both sides of (3), applying (11), and 
differentiating (4) with respect to we obtain 

Ι · dq 2 A d d2p 
po div — = -a0 Δρ, po — div q = - — . 

dt dt dr 

Since d/dt and div are interchangeable, these give 

(13) | £ = α 0
2Δρ. 

On the other hand, if we differentiate (3) with respect to t and take the 
gradient of (4) , there results 

Ρ°τ7ϊ = ~ α ° 2 έ S m d p, po grad (div q) = - g r a d ^ . 
dt1 dt dt 

Here the right-hand members are equal, except for the factor a 0
2; therefore 

| ^ = a 0
2 grad (div q ) . 

Taking the divergence of both sides of this equation, and applying (11) 
once more (with / = div q ) , we obtain 

d2 

(14) — ( d i v q ) = a 0
2 A ( d i v q ) . 

The equation 
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is called the (three-dimensional) wave equation. From (13) and (14) it 
follows that this equation holds for u = ρ and for u = div q. As in the 
preceding section, it can be shown that any twice differentiable function of 
ρ and div q also satisfies Eq. (15), if terms of higher order in the perturbation 
variables and their derivatives are neglected. In particular, the total energy 
per unit volume, p(q2/2 + cvT), is, at this level of approximation (neglecting 
q2), a function of ρ only and thus also satisfies (15). (T depends only on 
ρ because, by the equation of state, Τ is a function of ρ and p, and here 
ρ is a function of p.) I t can further be seen, by differentiation of (15), that 
if an arbitrary function u satisfies the wave equation, then so also do its 
derivatives du/dx, du/dt, e.g., any component of grad p, etc. The equation 
preceding (14) can also be written 

^ 5 = a 0
2(Aq + curl curl q). 

(We denote by curl q a vector with components dqz/dy — dqy/dz, dqx/dz — 
dqz/dx, and dqy/dx — dqx/dy, which will be considered in detail in Art. 6.) 
Moreover from Eq. (3) 

- (curl q) = 0. 
ot 

Hence in any region where curl q = 0 initially, it is always zero, and 
consequently q, as well as any component of q, satisfies the wave equation. 

4. Poisson's solution23 

Functions u(x, y, z, t) satisfying the wave equation may be found as 
follows. Let f(x, y, z) be an arbitrary and sufficiently differentiable func­
tion of the space coordinates, Ρ a point with coordinates x, y, z, and S 
the spherical surface with center at Ρ and radius R = a0t. For any position 
(x, y, z) and time t, we define f(x, y, z, t) by 

(16) / ( * , y, z, t) = J ^ - 2 J /(ξ, υ, f ) dS = i - | / da, 

where the first integral is to be taken over the total surface S. Since the area 
of S is 47τβ2, / represents the mean or average value of / on S, the variable t 
entering only in the radius R = ad of the sphere. The third term in (16) 
is obtained from the second by writing da = dS/R2, where da is the solid 
angle under which d§> is viewed from P. Then the function of four variables 

(17) u(x, y, z, t) = t](x, y, z, t) 

satisfies Eq. (15). 
T o prove this, we note that the operations of averaging over the sphere 
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and of differentiating with respect to x, y, or ζ may be interchanged, so 
that 

(18) Au = t A f ^ 2 J A f d ^ ^ j A f d , . 

As to du/dt, it is seen that a change dt in t causes a change dr = ao dt in 
the radius of S, and therefore a change (df/dr) dr in the value of / corre­
sponding to a da on the sphere, where df/dr is the directional derivative of 
/ along the radius of the sphere, or radial derivative. Thus 

dr 

Therefore 

d*2 dt\dt J ) dt2 dt t dt\ dt)' 

which may be written, using R = aot and (19), as 

u _ ι a (r2 a/\ ι a / , f a/ \ 

2 < a< \α 0
2 θ</ 4ττα0ί θ< \ i ar / 

47τα0^ d£ V ^ r / 

(20) 

Using Gauss' Theorem (12) with ν = grad/, and observing that the normal 
and radial directions are the same when S is a sphere, we obtain 

f ^d§> = J div (grad /) dV = j Δ f dV, 

where the volume integral is extended over the interior of S. The time rate 
of change of this volume integral depends only on the change of the domain 
of integration, since the integrand is independent of t. Increasing t by an 
amount dt adds a spherical shell of thickness a0 dt to the volume; for this 
shell dV = a0 dt dS, so that 

/ r , χ a0 dt J Δ / d§> 

( 2 1 ) h{ifrdV= dt 
Then, substituting this in (20) and using (18), we get 

d\ _1 
W iwt 

[ Δ/AS = ao 2 j Af d§> = α 0
2 Δ κ , 

and the proposition is proved. 
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As in the one-dimensional case, the main problem is to adapt the solution 
(17) to given initial conditions. Suppose that 

du 
(22) at t = 0, u = /(x, y,z), — = g(z, y, z ) , 

dt 

where / and g are differentiable. Consider 

(23) u(x, y, z, t) d- (tj) + tg, 
dt 

where / and g are functions of x, y, z, and t derived from / and g by the 
averaging process (16). This expression certainly satisfies the wave equa­
tion (15), since it is the sum of two solutions: the second term is exactly 
of the form (17), and the first is the derivative of (17), and we have al­
ready seen that derivatives of a solution of the wave equation are also 
solutions. I t remains to be shown that the initial conditions are fulfilled. 

Since d(tj)/dt = / + t(dj/dt), the right-hand member of (23) reduces 
to / for t = 0; but /(x, y, z, 0) is precisely /(x, y, z). Indeed, /(x, y, z, 0) 
represents the limit, as R —» 0, of the mean value of /(x, y, z) on a sphere 
of radius R about (x, yy z), and this limit must be/(x, y> z ) , since / is con­
tinuous. The first condition (22) is therefore satisfied. Computing du/dt 
from Eq. (23), one obtains 

dt ~ 2 dt + 9 + t\dt2 + dt)' 

For t = 0, the last term is 0, and the second term gives g(x, y, z, 0) = 
g{x, y, z) as above for/. The term dj/dt may be evaluated from (19). As 
t —> 0, so also does the radius of the sphere on which the values of df/dr 
are to be taken. In the limit, the contributions from diametrically opposite 
points on the sphere cancel, since the values of df/dr are the directional 
derivatives of / at (x, y, z) for exactly opposite directions. Thus for t = 0, 
du/dt reduces to #(x, y, z ) , as required. 

The solution (23) of the initial value problem for small perturbations is 
known as Poisson's formula. 

5. Discussion 

Consider a perturbation that originates within a bounded region of three-
dimensional space; i.e., / and g vanish identically outside a finite domain D 
(see Fig. 8) . The functions / and g will certainly vanish whenever the sur­
face of the sphere about Ρ does not intersect D. For a fixed point P(x\ y, z) 
outside Z>, there is a minimum radius R\ and a maximum radius R2 for 
spheres about Ρ which do intersect D\ for Ρ within D, Ri = 0. Then for 
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χ 
F IG . 8. Perturbation due to disturbance in D perceptible at point Ρ only for 

<i(P) < t < U{P). 

R < Ri or R > R2, the spheres do not intersect D\ consequently, with 

Rl/θθ = h , R2/(Iq = U 

(24) u(x, y, z, t) = 0 for t < h or t > t2, 

where and t2 vary with P. This means that the perturbation that origi­
nated in D is perceptible at Ρ only within the time interval h to t2. On the 
other hand, for a fixed value of t, the perturbation is felt only at points Ρ 
whose distance from some point of D is exactly dot: the perturbation can 
exist only in the domain Dt consisting of the surface points of all spheres of 
radius dot with center in D (see Fig. 9 ) . 

If D shrinks to an infinitesimal neighborhood of a single point 0, the 

F IG . 9. Perturbation due to disturbance in D perceptible at time / in domain 
Dt only. 
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/ α 

F i g . 10. Computation of a solid angle. 

perturbation is perceptible at Ρ only at the moment t = OP/a 0 . On the 
other hand, at a given time t, only points at a distance ad from Ο are af­
fected, that is, Dt becomes the surface of a sphere of radius aot and center 0. 
Briefly, a small disturbance in an inviscid elastic fluid originally at rest is 
propagated in all directions with constant velocity a 0 = \/dp/dp. 

The manner in which the magnitude of the perturbation changes with 
time can be seen from a simple example. Let D be the interior of the 
sphere So : x2 + y + z1 = c2, andtake/(rc, y> z) = U, where U is a positive 
constant, for points in So, while / = 0 elsewhere, and g = 0. Since the prob­
lem is symmetrical, the perturbation u(x, y, z, t) must be a function only 
of t and of r = {x2 + y2 + z2)\ Let Ρ be a point outside S 0 , so that τ > c 
for P. From (16) it follows that the value of / at Ρ for time t is given 
by Ϊ7/47Γ times the solid angle σ under which the intersection of S and S0 

is viewed from P, where S is the sphere of radius R = a0t and center P. 
The area on S cut out by a cone with vertex at Ρ and vertex angle a is 
27rP 2 (l — cos a) = σ Ρ 2 ; thus (see Fig. 10) 

Then, substituting in the formula (23) for u, with g = 0, R = aot, we 
have 

(25) u(x, y, z,t) = ~ (tf) = ~T~ ~7 [c - (r - aot)2] = ~ (1 - a 0 - ) . 
dt 4ra0 dt 2 \ r) 

This formula holds for t\ = (r — c)/a0 ^ t ^ (r + c)/ao = £2 since P i 
and P2 of (24) are obviously r — c and r + c in this case. For all other 
values of £ we have u = 0 at P. A t a given moment t, u(x, y, z, t) = 0 
except at points for which a0t — c ^ r ^ aot + c; these points fill a spherical 
shell of thickness 2c. Within the shell the value of u increases steadily from 
the value — Uc/2(aot — c) at the inner surface to Uc/2(aot + c) at the outer 
surface, becoming zero at r = aot. I t can be seen that, although the values 
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of u within the shell decrease as the shell expands with t, the integral of u 
over this volume is constant: 

Thus the perturbation is dying out in time, while it spreads from the 
source. This behavior is different from that in the one-dimensional case. 

For points within S0 one has h = 0 as mentioned in Sec. 4, the perturba­
tion lasting until t2 = (r + c)/a 0 . A t the center Ο the perturbation dies out 
at t = c/ao . By time t = 2c/a 0, it will have died out everywhere in S 0 . 
Thus, if a second disturbance is initiated in S 0 after time 2c/a0, this per­
turbation will be propagated with the same velocity as the first wave and 
will reach each point with a constant time lag after the first wave. If c 
is very small, one can consider a succession of values of U, positive and 
negative, and this succession will be perceptible, on a reduced scale, at any 
distance r. This is the situation in the case of an acoustic signal. But this 
type of problem, usually studied in the theory of acoustics, will not be pur­
sued here. In any case it follows from (25) that the intensity of a dis­
turbance originating in a very small neighborhood of 0 is the same at all 
points of the spherical surface S around Ο reached at any time t. 

6. Two-dimensional case24 

If the motion is restricted to two dimensions, that is, if qz = 0 and if all 
derivatives with respect to ζ vanish, then the wave equation (15) reduces 
to 

In this case the behavior of a small perturbation can be inferred from the 
solution of the three-dimensional problem. 

In order that the initial conditions be those of a two-dimensional flow, 
we assume that at the beginning the disturbance is confined to some infinite 
cylinder in the 2-direction, with finite cross section Co in the £,7/-plane, 
and that the given functions / and g in (22) are independent of z, that 
is,/(x, y, z) = f(x, y), etc. Let Ρ = (χ, yy 0) be a fixed point in the x,?/-plane. 
The integral in the formula (16), for f(x, y, 0, t), extended over a 
sphere S of radius R = aot about P, may be expressed as an integral in the 
a;,?/-plane. If d§> is an element of area at the point (ξ, η, f ) on S, and dA 
denotes the projection of d§> onto the £,2/-plane, then d§:dA = 

(26) 

J = 

45 
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R:\/R2 — r2 where r 2 = (χ — ξ)2 + (y — η)2. The projection of S onto the 
x,?/-plane is the interior of the circle C of radius R about P, covered twice, so 
that 

For given / and g, the two-dimensional solution u(x, y, t) may be given 
in the form (23), with the definition (16) of / replaced by 

Since the integrand in (28) is zero, except in the intersection of C and 
Co, it is again true that at any time t there will be no perturbation at any 
point of the x,2/-plane whose distance from the initial disturbance is 
greater than a0t. I t cannot, however, be concluded that any region will 
become free of perturbation after a certain time has elapsed. 

Subsonic and Supersonic Motion. Mach Number, Mach Lines 

1. Small perturbation of a state of uniform motion 

The theory, developed in the preceding article, for a small perturbation 
of an elastic fluid initially in a state of rest can easily be extended to the 
case of an elastic fluid initially in a state of uniform motion. In the first 
place, constant values of velocity, pressure, and density, q = q 0 , ρ = po, 
ρ = po, are compatible with the basic equations (1.1) to ( l . I I I ) , provided 
merely that the values p0 and po satisfy ( l . I I I ) and that the effect of gravity 
is negligible. Further, the equations of motion are not different when re­
ferred to a coordinate system moving with constant velocity (inertia 
system). I t follows, therefore, that for an observer moving with constant 
velocity q 0 , all phenomena will be exactly as described in Art. 4: a small 
disturbance at time t = 0 at a point 0' of the inertia system is perceptible 
after time t on the surface S of a sphere of radius R = aot and center 0'. 
An observer at rest, howrever, will at time t perceive the point 0' to be dis­
placed by an amount q0t from its initial location Ο at t = 0. T o him the 
spheres S successively reached by the perturbation will form a pencil of 

(28) 

Article 5 

46 
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spheres with centers progressing along a line in the direction of q 0 at the 
rate g0 while their radii increase at the rate Oo . 

The nature of this pencil depends upon the relative sizes of q0 and a 0 . 
In Figs. 11 to 13 are shown the three possible configurations of the pencil 
of spheres, with spheres corresponding to t = 1, 2, 3. The plane of the 
drawing is any plane containing Ο and q 0 ; each circle represents the inter-

F I G . 11. Disturbance originated at Ο spreading in t = 1, 2, 3, · · · seconds with 
sound speed a0 while gas moves with uniform horizontal speed q0 < a0 , subsonic 
flow. 

F I G . 12. See Legend to Fig. 11. q0 > a0 , supersonic flow. 

F I G . 13. See Legend to Fig. 11. q0 « a0, sonic flow. 
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section of a sphere S with this plane. The circle corresponding to time t has 
the radius a0t and center at the abscissa qot. Thus the right-hand intersec­
tion of S with the horizontal axis has abscissa qot + a0t = (qo + ao)t and is 
always to the right of 0, moving to the right indefinitely as t increases. The 
left-hand intersection has abscissa (qo — ao)t. 

For <?o < «o (Fig. 11), the left-hand intersection falls to the left of 0 , 
and farther to the left for larger t. All spheres include the source of the origi­
nal disturbance, so that the perturbation is propagated in all directions 
from the source (although the speed of propagation is not the same on all 
rays emanating from this point) and eventually reaches all points of space. 
Thus, there is not too much difference between this phenomenon and the 
one discussed in the preceding article, where q0 = 0. 

If q0 > ao (Fig. 12), the left-hand intersection with abscissa (q0 — aot) 
falls to the right of Ο and moves to the right as t increases; no sphere in­
cludes the source of the disturbance. All spheres are interior and tangent to 
a circular half-cone whose semivertex angle ao is given by 

ω αο 
s in ao = —. 

Qo 

In this case, the perturbation is not propagated in all directions from the source, 
but only in such directions as lie interior to the half-cone determined by 
Eq. (1 ) . This is a situation entirely different from that occurring in the 
cases qo = 0 and qo < a0 . 

Finally, suppose q0 = ao (Fig. 13). The half-cone given by Eq. (1) de­
generates to the cone corresponding to a0 = 90°, i.e., the whole space to the 
right of the plane through Ο normal to the direction of qo . Here, the sur­
face of any sphere S touches the boundary plane at the point O. The per­
turbation is propagated in all directions pointing to the right of this plane. 

2. Terminology 

The deeply rooted difference in the behavior of a small perturbation in 
the cases q0 J ao has led to a terminology generally adopted today in the 
theory of compressible fluids. The ratio qo/a0, flow velocity to sound veloc­
ity, is called the Mach number, Μ ο, of the flow (before perturbation), the 
half-cone determined by Eq. (1) a Mach cone, and the angle ao the Mach 
angle, all named after Ernst Mach, who was the first to observe and de­
scribe this type of phenomenon.2 5 For uniform flow, the three cases 

(2) Mo = ^ < 1, M 0 = l , and Mo > 1 
ao 

are referred to as subsonic, sonic, and supersonic flows, respectively. A 
Mach cone exists only in the case of supersonic flow; for subsonic flow, no 
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real angle a 0 corresponds to Eq. (1) . If g0 = 0, the Mach number is zero, 
but this is also true for any q0 if a0 = QO , i.e., in the case of an incompressible 
fluid (dp = 0, dp/dp = QO ) . Thus the Mach number is, in a certain sense, 
also a measure of the comparative deviation of the actual behavior of a 
compressible fluid from that of an incompressible one. 

For reasons that will become clear later, these definitions are also used in 
a wider sense. If q, p, and ρ are values of the velocity, pressure, and density 
at any point of a fluid in nonuniform motion in which a (p , p)-relation is 
defined, and if 

(3) a = 4 / p , M = q-=qA/f, and sin a = a = 1 , 

\ dp' a * V dp' q M' 
then a is called the local sound velocity (see Sec 4.2), Μ the local Μach number, 
and α (when it exists) the local Mach angle. 

Any region of a fluid in motion in which Μ < 1 is described as subsonic, 
and in which Μ > 1 as supersonic. Points where Μ = 1 are known as sonic 
points. In the same sense we speak of subsonic, supersonic, or sonic speed, 
or flow. Sometimes the expression transonic (or transsonic) is used to de­
scribe a region in which I — Μ changes its sign, or a flow in which Μ is 
close to 1 everywhere. For the sake of completeness, it may be mentioned 
also that regions for which the value of Μ is exceptionally high are often 
referred to as hypersonic. 

I t is to be noted that all these definitions presuppose the definition of the 
derivative dp/dp. They certainly apply in the case of an elastic fluid, where 
by hypothesis a one-to-one (p , p)-relation holds throughout the medium. 
In all other cases, the symbols α, M, etc., may be used only in connection 
with an ad hoc definition of dp/dp. For example, it is possible to define 

(4) dp = dp I dp 
dp dt I dt 

where d/dt has the same meaning as in (1.4); for the case of a steady mo­
tion, this definition reduces to 

(4a) * = 

l 4 a j dp ds/ ds' 
In particular, it may be that a (p , p)-relation holds for each particle, al­
though not the same relation for all particles. An example of such behav­
ior is a strictly adiabatic flow of a perfect inviscid gas, where the entropy 
cv log ( p / p 7 ) changes from one particle to another (see Sec 1.5). 

3. Propagation of the perturbation according to direction 

For a fluid initially at rest, the perturbation is propagated uniformly 
in all directions, as seen in Sec. 4.5. Let us return to the special case where 
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u = U initially within a sphere S0 of radius c; it was seen that u is different 
from zero at time t only in the concentric spherical shell of thickness 2c 
and average radius aot, and that the integral 

over the spherical shell has a constant value, J = 4TUC/3, for all values of 
t. In this section we need only the case where c is very small and U large 
so that the perturbation, at each time t, may be considered as concentrated 
on the surface of the sphere of radius aot about the small sphere So, which 
may be considered to coincide with its center 0. In any case, the perturba­
tion u is the same at all points of any sphere about 0, so that the strength I 
is uniformly distributed as to direction: to any bundle of rays through 0 
filling a solid angle da corresponds the perturbation strength (Ι/±π)άα. 
This may be expressed by saying that the intensity of propagation in any 
direction is 7/47Γ. 

In the case of a moving fluid, however, the intensity of propagation is no 
longer the same for all directions from the initial point 0, and, if the mo­
tion is supersonic, even vanishes for some directions, as seen in Sec. 1. 
Nevertheless, there is still symmetry about the direction q 0 : the directions 
lying on a cone with vertex 0 and axis parallel to qo are indistinguishable 
with respect to intensity. If the semivertex angle of this cone is β, then all 
these directions make the angle β with the direction q0. In computing how 
the perturbation strength varies with β, the appropriate element da is the 
angular space between the two circular cones with semivertex angles β 
and β + άβ, respectively. For a cone with semivertex angle β, the solid 
angle at the vertex is a = 27r ( l — cos β); thus, for the angular space between 
the two cones, 

A t any time t, the perturbation is uniformly distributed over the spherical 
surface S with center C (where OC = q0t) and radius R = aot. If OP and OQ 
are rays on the two neighboring cones (see Fig. 14a), where Ρ and Q lie on 
S and OP = I, say, then the area d§> cut off between the two cones is given by 

where δ is the angle between PQ and the normal to OP. The angle δ may 
be computed from the triangle OCP by the law of sines: 

(5) 

da = 2π sin β άβ. 

dS = 2π(ΡΛ0 arc PQ = 2πΙ sin β l άβ 

sin δ 
qot . 
aot 

sin β = Mo sin β. 
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subsonic case 
(a) 

supersonic case 
(b) 

F IG . 14. Part of spherical surface (center C , radius aQt) cut off by two neighboring 
cones (center O, side I). 

This formula shows that the triangles OCP, for varying t, are similar tri­
angles. For the same reason, the ratio I/dot is independent of t and depends 
only on β and on the given ratio q0/a0 = Μ ο. Then the strength of pertur­
bation corresponding to da is 

in the subsonic case, M0 < 1. In the supersonic case, M0 > 1, two such 
terms must be combined if β < α 0 , since the rays in da meet the sphere S 
twice, corresponding to the two possible triangles OCP and OCP', for the 
given values of β and Mo (Fig. 14b), and two possible values of the ratio 
l/aot. If ao < β, the strength of perturbation corresponding to da is zero. 

In all cases the largest and smallest values of I, as β varies, are q0t + a4 
and I q0t — dot |, respectively, so that the ratio (l/dot)2 varies at most be­
tween ( M 0 — l ) 2 and (MQ + l ) 2 . Thus, if M0 < 1, the intensity of propa­
gation [that is, the coefficient of da in (6)] lies between finite positive 
limits, the difference between these limits tending to zero for M0 = 0 (case 
of a fluid at rest). In the supersonic case, M0 > 1, the factor \/ l — M0

2 sin2 β 
in the denominator of (6) will vanish as β attains the value α 0 , since 
sin a0 = I/Mo, and will be imaginary for all larger values of β. The intensity 
of propagation thus tends to infinity for rays adjacent to the Mach cone, 
and in this sense it is often said that small perturbations in a fluid moving 
at supersonic speed are essentidlly propdgdted dlong the surfdce of the Mach 
cone. 

I d§> I 2?rZ2 sin β άβ 

(6) 
4ττ R2 4ττ (dot)2 V l - Mo2 sin2 β 
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Formulas giving the total strength of perturbation for any cone coaxial 
with the Mach cone can be obtained by integrating Eq. (6) . 

4. Steady motion in two dimensions. Mach lines 

As seen in Sec. 1.2, in any steady flow there exist fixed streamlines, i.e., 
curves fixed in space which are pathways of the fluid particles, and there­
fore have at each point the direction of the velocity vector. In a two-
dimensional steady flow, the streamlines form a family of plane curves not 
intersecting each other, except at singular points. I t is assumed also that 
the fluid is elastic, or, if it is not, that a suitable definition of dp/dp at each 
point is given. 

In a supersonic region of such a flow there is determined at each point not 
only a value of the sound velocity, a, and Mach number, Μ, but also a 
Mach angle, a, with sin a = 1/M, and therefore at each point Ρ two 
directions forming the angles +a and — a with the streamline through Ρ 
(see Fig. 15). A t sonic points, where Μ = 1 and a = 90°, the two directions 
are opposite to each other. As long as Μ is finite, a is different from zero, 
and the two directions cannot coincide. Thus, in any portion of the plane 
in which the motion is supersonic and Μ finite, two direction fields are 
defined which, under the usual continuity assumptions, determine two sets 
of curves. These curves are called Mach lines. If the angle between the 
velocity vector q and a fixed axis of reference be denoted by 0, then the 
angles for the Mach lines are 0 + a and 0 — a, respectively. In the particu­
lar case of a uniform supersonic flow, with qo in the x-direction, the Mach 
lines are the two sets of parallel straight lines forming the angles +a and 
— a, respectively, with the x-axis. 

In general, the Mach lines form a network of curvilinear quadrangles, 
since two lines pass through each point. In any suitably restricted region of 
supersonic flow, two sets of Mach lines can be distinguished, such that 
every line of the one set intersects each line of the other set and no line of 
its own set. The angle of intersection is 2a, and this angle is bisected by the 
streamline passing through the point of intersection. In general, the stream­
lines are not diagonal lines in the network of Mach lines. 

FIG . 15. Streamline and Mach lines in two-dimensional steady supersonic flow. 
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Analytically, the Mach lines can in some cases be represented by two 
equations, each containing a parameter. For example, in the case of uniform 
motion parallel to the x-axis, the Mach lines are given by 

y — χ tan a 0 = C\ , y + χ tan a 0 = c2 , 

where a0 is constant, and C\ and c2 are variable parameters. In other cases, 
a single equation with a single parameter holds for both sets. For example, 
all tangents to the unit circle, 

χ cos φ + y sin φ = 1, 

where φ is the parameter, form a network of the required type in the region 
exterior to the circle. 

Since a is acute (except at sonic points) the Mach lines can be given a 
definite orientation: the positive direction on any Mach line will be taken so 
that the line points toward the same side of the normal to the streamline 
as does q. Take counterclockwise angles as positive; then the line forming 
the angle +a with q will be called the C + , or plus Mach line, while the 
other will be called the C~, or minus Mach line. Thus an observer passing 
along a streamline will at each point have the CMine to his left and the 
C~-line to his right. A t Ρ (Fig. 15) the C +-l ine forms the angle 0 + a, and 
the C~-line the angle θ — a, with the x-axis. 

c + 

c ~ 
FIG . 16. Spreading of perturbations. 

Β X 

FIG . 17. Range of influence of disturbance at Αι , and interval of dependence. 
AB, of solution at C. 
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5. Significance of the Mach lines 

The full significance of the Mach lines will become clear only as the 
analytical basis of the theory is developed in the succeeding chapters. Some 
interesting properties, however, can be discussed even at this stage. 

Consider again a steady two-dimensional supersonic flow of an elastic 
fluid. In a sufficiently small neighborhood of a point Ρ at which the velocity 
is q, the flow can be considered as a uniform flow of velocity q. Near P , 
therefore, a small perturbation at Ρ can spread only in the angle between 
the tangents to the C +-l ine and C~-line at P . Having reached a point P' 
in this neighborhood, the perturbation can spread further only between the 
two Mach directions at P' (see Fig. 16), and similarly for successive points 
P " , Pf" · · · . Since Mach lines of the same set do not intersect each other, 
this means that a small perturbation at Ρ cannot spread to any point outside 
the region between the original C+ and C~, and can have no effect on the 
flow exterior to this region. 

Now, let us consider a curve 3C: ΑχΑΒΒι, which is crossed in the same 
sense (at a nonzero angle) by all Mach lines, C+ andf C~, through its points. 
The Mach lines are shown in Fig. 17. As we have just seen, a small dis­
turbance at Αχ cannot have any effect outside the region between the two 
Mach lines through A\ . Also the (7"-lines through Ai and A cannot inter­
sect, etc. Therefore, in particular, a disturbance at Ai cannot influence 
the flow at any point interior to the quadrangle ACBD. The same is true 
for Bi and for any point of 3C outside the arc AB. Thus the flow inside the 
quadrangle ACBD, formed by the four Mach lines through A and B, is 
independent of what happens on 3C outside the quadrangle. If we assume 
that the differential equations of the flow, together with a knowledge of 
conditions along 3C, are sufficient to determine the flow in some area adjacent 
to JC, it follows from the above that the solution inside ACBD is de-
teraiined by values of the flow variables along AB, and is independent 
of values on 3C to the left of A and to the right of B. An analogous sit­
uation does not obtain in the case of an incompressible fluid or a com­
pressible fluid in subsonic flow, where Mach lines do not exist. For these 
cases, a disturbance spreads in all directions; the flow in one region is 
never independent of what happens in another. 

These very incomplete preliminary remarks on the role of the Mach lines 
are intended to give a rough idea of how different in their physical nature 
are supersonic flow and the more familiar subsonic flow. I t is thus not 
surprising that specific mathematical methods have to be developed for 
solving flow problems in the two cases. On the other hand, the reader 
should not conclude that there is no common ground in the theory for the 
two cases of compressible fluid motion, or that some conspicuous phe­
nomenon marks each transition of a particle from subsonic to supersonic 
flow. 



CHAPTER II 

GENERAL THEOREMS 

Article 6 

Vortex Theory of Helmholtz and Kelvin 1 

1. Circulation 

A kinematic notion useful in many problems of hydrodynamics is that 
of circulation, which may be defined as follows. Consider a circuit (3, i.e., 
a simple closed curve in space together with a given sense of description 
(indicated in Fig. 18 by an arrow). On e, each element of arc can then be 
considered as an infinitesimal vector al, having the direction of the tangent 
to 6. As usual, q denotes the instantaneous velocity at each point. If the 
scalar product of q and di is integrated around the circuit, the line integral 

is called the circulation around e. All values of q are to be taken for the 
same value of t.2 

The circulation is additive in the following sense. Suppose we "br idge" 
the circuit C by some path AB (see Fig. 19) and give the two new circuits 
ABDA and BAEB the same sense of description as 6. Then the circulations 
Γι and Γ 2 , respectively, along the new circuits satisfy 

In fact, the definition (1) shows that Γι is the integral of q»al along the 
path ABDA, which can be broken up into A Β plus BDA. Similarly, Γ2 is 
the integral along the path Β A plus AEB. In the sum Γι + Γ 2 , the integrals 
along A Β and Β A cancel, since q is the same, while al has opposite direc­
tions, along the two paths. Therefore the sum reduces-to integrals along 
BDA and AEB, which is exactly the integral around (B, i.e., Γ. 

The relation (2) can be generalized. Suppose G, is any open two-sided 
surface spanning e, i.e., having <B as its rim. From one side of G, the sense 
of description of C appears counterclockwise, and normals to & will always 
be drawn out from this side. On Q, draw two sets of curves forming a net­
work, as in Fig. 20. Each mesh of the network is a closed circuit, the sense 

( 1 ) 

(2) Γ = Γι + Γ 2 . 

55 
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of description being taken counterclockwise as viewed from the normal to 
the surface, and has a value of the circulation corresponding to it : Γ ι , Γ 2 , 
• · · , etc. By repeated application of (2) we find 

(3) Γ = Γ ι + Γ 2 + · * * + T m , 

where m is the number of meshes in the network. We now increase the 
number of " bridges'' in such a way that the network becomes more dense 
and all meshes become smaller, while the number of terms in Eq. (3) in­
creases. Let a function y be defined at each point Ρ of & as the limit of the 
quotient of the circulation along the contour of a mesh around Ρ by the 
area of the mesh, for meshes about that point becoming steadily smaller 
in all directions. For the first mesh, the circulation Γ ι is then approximately 
given by 7 1 ddi, where dd\ is the area of the mesh and 7 1 the value of 7 

F I G . 18. Vector along circuit. 

F I G . 19. Illustration of additivity of circulation. 

F I G . 20. Circulation as surface integral. 
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at some point in the mesh, the approximation becoming better as dQ\ 
gets smaller; and similarly for the other meshes. Thus, as the number of 
terms increases indefinitely, the right-hand member of (3) yields the surface 
integral of y over a, or 

(4) = / Τ da. 

From the definition of 7, it is obvious that the value of this function at 
any point of <2 depends upon the distribution of the velocity q in the neigh­
borhood of this point. In computing this relationship let us choose curves 
on Q which always cross at right angles. Then at any point Ρ we can set up a 
rectangular coordinate system, taking the 2-axis in the direction of the nor­
mal to α at Ρ and the x- and ^/-directions tangent to the two curves through 
Ρ so as to form a right-handed coordinate system. Then an infinitesimal 
mesh starting at Ρ is of the type illustrated in Fig. 21. In computing the 
line integral (1) for this mesh, the path may be broken up into four in­
finitesimal elements, and ql dl evaluated for each part. Along PPi the 
contribution is qx dx, along P\Pi it is [qy + (dqy/dx)dx]dy, along P2Pz it is 
— [qx + (dqx/dy)dy]dx, and along P^P it is —qydy. The sum of these 
terms gives the integral along the whole path, and the circulation along 
the contour of this infinitesimal mesh is therefore 

dT = -( 
dqv 
dx 

Since dx dy is the area of this mesh, the function 7 must have the value 
dqy/dx — dqx/dy at P. Now this quantity is exactly the ^-component of the 
vector known as the curl of q, defined by 

(5) curl η = - ^ do* _dQz dJh _ dq*\ 
q \dy dz ' dz dx ' dx dy J' 

I t is to be noted that this definition of curl q is valid in any rectangular 
right-handed coordinate system.3 Since the ^-direction is here that of the 

FIG . 21. Circulation around infinitesimal mesh. 
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normal to the surface 0t, it appears that y has the value of the component of 
curl q normal to the surface: 

y = (curl q ) n ; 

Thus, (4) may be written as 

(6) Γ = [ (curl q ) n da, 

and this formula is independent of the coordinate system used. If a vector 
da be introduced, having magnitude da and the direction of the normal to 
the surface, Eq. (6) may also be written as 

(60 Γ = f (curl q ) . r f5 

When the two expressions (1) and (6' ) are combined, the result is 

j> q - d l = j (curl q ) » d 5 

This vector formula is known as Stokes9 Theorem.4 When q is the velocity 
of flow, it states that the circulation along any circuit is given by the sur­
face integral of curl q over any surface spanning the circuit. 

I t is obvious that (6), or (6 ' ) , can be applied only if it is possible to find 
some surface that has the given circuit as rim and on which curl q is de­
fined everywhere. For example, in the case of a flow around an infinite 
cylindrical obstacle, no such surface can be found for any circuit which 
surrounds the cylinder. Even here the theorem can be applied, to give a 
somewhat different result. As shown in Fig. 22, two such circuits, 6 i and 
62 , can, by a bridge AB, be combined into a single circuit for which a suit-

F IG . 22. Circuits surrounding obstacle. 
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able spanning surface exists. Then the integral (6) extended over this sur­
face gives Γι — Γ 2 , since (B2 is given a reverse orientation and the contribu­
tions from A Β cancel. In particular, if curl q = 0 in the domain of flow, 
irrotational flow (see Art. 7 ) , then Γι — Γ 2 = 0, or Γι = Γ 2 : the circula­
tion is equal for all circuits surrounding the obstacle. 

2. Mean rotation 

The vector curl q defined by (5) can be given a simple kinematic inter­
pretation. 

Let Ρ be a point of the moving mass, and let Q be a neighboring point. 
In rigid-body rotation with angular velocity ω about an axis through P, 
the curl of the velocity vector at Q is the same, namely 2ω, no matter where 
Q is situated. This is not so in the case of a fluid or of any deformable mass. 

W e start by computing the angular velocity of PQ about an arbitrary 
given axis through P. Taking Ρ as the origin, we choose a right-handed 
rectangular coordinate system such that the ^-direction is that of the axis. 
Let PQ = dr and let Qr be the projection of Q onto the x, 2/-plane (see Fig. 
23), Θ the angle between the z-axis and PQ (colatitude), and φ the angle 
between the x-axis and PQ' (longitude). Then the distance from the z-axis 
to Q is PQf = sin θ dr, and the rectangular coordinates of Q, relative to 
P, are given by dx = cos φ sin θ dr, dy = sin φ sin Θ dr, and dz = cos θ dr. 
Therefore, if the velocity at Ρ is q, the velocity vector at Q (relative to P ) is 

The angular velocity of the segment PQ about the z-axis is obtained by 
dividing the distance from the z-axis to Q, i.e., PQ ' , into the component 
of the velocity at Q in the direction which is perpendicular to PQ' and to 
the z-axis. The angles which this direction makes with the χ-, y-, and z-axes 

cos φ sin θ + - ~ sin φ sin Θ + cos θ dr. 
dy dz J 

ζ 

X 
Ρ 

FIG . 23. Computation of mean rotation. 
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are φ + 90°, φ, and 90°, respectively, and the cosines of these angles are 
— sin φ, cos φ, and 0. Thus the required component is 

[pi cos2 φ - θ ± S in 2 φ - (dJn - p>) sin φ cos φ ] sin θ dr 
\_dx dy \dx dy J J 

~\~ cos φ — sin φ cos 0 dr. 
|_dz dz J 

Division by sin θ dr then gives the angular velocity of PQ about the z-axis, 
the value depending, in general, on the coordinates θ and φ of Q. 

Now we compute the average angular velocity for all points Q on the 
same circle of latitude θ = constant, on the sphere dr = constant, by first 
integrating with respect to φ from 0 to 2ir and then dividing by 2π. All 
integrals vanish except those of the first two terms, giving 

(7)  TM f -£ ) 
= ^ (curl q ) z . 

This result being independent of θ and dr, the same value is obtained for 
the average or mean angular velocity about the 2-axis of the whole infini­
tesimal sphere at P. Also, the ^-direction could be any direction, so the 
above result shows that at any point Ρ of the moving fluid, the vector ^curl q 
represents the (instantaneous) mean angular velocity or mean rotation for all 
segments PQ within an infinitesimal sphere of center P. We call it briefly 
the mean rotation or mean angular velocity of the fluid element around P. 5 

Excluding the case curl q = 0, Eq. (5) defines at each moment t at each 
point of the fluid a vector curl q which is twice the mean angular velocity 
of the fluid element around P. This vector is usually called the vortex vector. 
Any line within the fluid which at each of its points has the same direction 
as curl q is called a vortex line. All vortex lines passing through the points 

FIG . 24. Vortex tube with various circuits. 
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of a closed curve e, not itself a vortex line, form a vortex tube. A vortex 
tube of infinitesimal cross section is called a vortex filament. The lateral sur­
face of the tube will be called its mantle* 

For any circuit, such as d in Fig. 24, which lies on the mantle of a vortex 
tube but does not encircle the tube, the circulation must be zero. This follows 
from (6) since a surface & spanning this circuit can be taken on the 
mantle, where the normal component of curl q is everywhere zero. This is 
no longer true for a circuit which encircles the tube, as β or 6 2 in Fig. 24. 
Here it follows from (6) that the circulation must have a common value 
for all circuits encircling the same tube. In fact, in computing the circulation 
Γ 2 along 6 2 one can choose for ($ 2 the surface consisting of the part of the 
mantle between G2 and (B together with any surface & spanning 6. As above, 
the surface integral is zero on the mantle, so that the integral over d 2 has 
exactly the same value as the integral over Q, giving Γ 2 = Γ.* This common 
value of the circulation is also called the vorticity of the tube; it is a scalar 
quantity, not to be confused with the magnitude of the vortex vector. In 
the case of a vortex filament, the vorticity dT is given by the product of 
the length of the vortex vector by the normal cross section of the tube. 7 

If a vortex tube be divided into several tubes of finite cross section (or 
into an infinite number of vortex filaments), the vorticity of the whole 
tube is the sum (integral) of the individual vorticities. This follows from the 
additivity of circulation [or from Eq. (6)]. 

A vortex tube cannot begin or end in the interior of the fluid, but must either 
be a closed tube (like a torus or doughnut) or else (provided it does not meet 
a boundary) must extend indefinitely in either direction. For at an end, if 
there were one, a continuous transition would be possible along the mantle 
from curves of type 6 1 to those of type 62 , which is inconsistent with the 
fact that Γι = 0, while Γ 2 = constant 9^ 0. 

3. Kelvin's theorem 

So far in this article only pure kinematics has been discussed: the con­
cepts of circulation and mean rotation, as well as the relation between them, 
are valid for any type of continuously distributed material. We shall now 
specialize to the case of an inviscid elastic fluid, so that the basic equations 
of Arts. 1 and 2 hold. 

The fluid particles lying on any closed circuit at some moment will 
still form a closed circuit at a later time, since for reasons of continuity no 
separation of particles can occur; a preliminary question, and one which 
can be given a very simple and decisive answer, is the following: how does 
the circulation change during this transition? 

* When there is no surface spanning G (in the fluid) the result follows from an 
argument similar to that at the end of the preceding section. 
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In Fig. 25 the solid line represents a circuit 6,'and the dotted line the 
circuit G' formed by the same material particles after time dt. The circula­
tions along these two circuits are given by 

(8) q»dl and ?' = jq-dl', 

where the integrals are evaluated along 6 and 6' respectively. Let Ρ be 
the position of an arbitrary particle of C and Q that of a particle of Q at a 
distance dl away, and let P' and Q' be the positions of these particles after 
time dt. Then 

PP' = qdt and QQ 

where d/dl denotes the directional derivative in the direction of the tangent 
to 6 at P. The corresponding element of arc dV on G' can be computed from 
the vector equation ~PP' + P'Q' = PQ + QQ', giving 

(9) 
dq 

dX = P'Q' = PQ + QQ' - PP' = dl + ^ dl dt, 
dt 

while the value of q corresponding to P' is given by 

(10) 

Then, using Eqs. (8), (9) , and (10), and omitting a term of higher order, 
we find 

(11) 

r ' - r - / [ , . | S w £ . w £ . ^ i W ) . ] 

F IG . 25. Two circuits formed by the same particle. 
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where the integral is to be extended along C 8 Equation (11) is still true 
for any continuously distributed mass. For an inviscid fluid, however, the 
value of the acceleration vector dq/dt may be taken from the equation of 
motion (1.1) 

= g ~ ρ g r a d V j 

where in the notation of Sec. 2.1, g = — g grad h. Moreover, for an elastic 
fluid the notion of pressure head P/g (Sec. 2.5) can be used, giving 

- grad ρ = grad P. 
Ρ 

Thus the expression for dq/dt takes the form 

(12) ^ = _ g r a d (gh + P ) > 

and 

= - g r a d (gh + P)*d\ = - | (gh + P) dl. 

When this is inserted in (11), there results 

(13) Γ' - Γ = dt j> d- [j - gh - p ] dl 

The quantity within the bracket is a single-valued function of position 
and time. Thus, since at a given time the integral is extended around the 
closed circuit β its value is zero. ThusEq. (13) gives Γ' — Γ = 0 or: In an 
inviscid elastic fluid, the circulation around any circuit does not change as the 
particles forming the circuit move along. This is Kelvin's theorem.9 The 
theorem depends essentially on the fact that the equation of motion can 
be expressed in the form (12), i.e., on the fact that in an inviscid elastic 
fluid the acceleration vector is a gradient, or (since the curl of a gradient van­
ishes identically) that the curl of the acceleration is zero.10 

4. Helmholtz' vortex theorems 

Starting from Kelvin's theorem, it is easy to derive two theorems on 
vortex motion which had been proved earlier by Helmholtz (although by a 
different method; see Sec. 6) . Consider a vortex tube 5C of infinitesimal cross 
section (Fig. 26). The particles of JC after time dt still form a tube 3C', 
because no separation of particles can occur; we first wish to determine 
whether 3C' is still a vortex tube. In Sec. 2 we found that the circulation 
must vanish along any circuit Ci lying on the mantle of a vortex tube, but 
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not encircling it. From Kelvin's theorem it follows that the circulation 
along the new position Ci of this circuit must also vanish. Also, c i lies on 
the surface of 3C'. For an infinitesimal circuit β ( , according to Stokes' 
Theorem, the circulation is the product of the area enclosed within the 
circuit by the component of the vortex vector normal to that area. Since 
this product is zero, the vortex vector must be tangent to the area element 
at @ί , and the circuit e j must lie on the mantle of some vortex tube. This 
is true for any infinitesimal circuit Gi on 3C and the corresponding c { on 3C', 
so that 3C' is also a vortex tube of infinitesimal cross section.1 1 Thus we 
arrive at this statement: Particles lying on a vortex line at some moment 
move in such a way that they form a vortex line at every moment. A shorter 
expression of this first vortex theorem is: The vortex lines are material lines, 
in the sense that they always consist of the same particles or material 
points. 

Each vortex tube has a certain vorticity, equal to the circulation along 
any circuit encircling the tube, such as <E2 in Fig. 26. By Kelvin's theorem, 
the circulation has the same value along the corresponding circuit C 2 on 
3C', so that the vorticity of the vortex tube 3C' is the same as that of 3C. 
Thus we can state Helmholtz' second theorem: The vorticity of a vortex 
tube does not change as its particles move along. 

In Sec. 2 it was seen that vortex tubes cannot come to an end in the in­
terior of the fluid, but must either meet a boundary, extend indefinitely, or 
be closed. Tubes of the latter type can be observed in air as smoke rings, 
produced by imparting a rotational motion to the smoke particles. Ac­
tually, the smoke rings do not persist indefinitely, in apparent contradiction 
of the vortex theorems. This is due to the presence of viscosity effects, 
which are disregarded in the theory of inviscid fluids. The vortex theorems 
follow from the fact that the acceleration vector is a gradient (and there­
fore curl-free). T o arrive at this statement (12) it was necessary to neglect 
all stress components other than the pressure ρ (all shearing stresses), 

FIG . 26. Vortex filaments formed by same particles. 
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and to assume the existence of a relation between ρ and ρ in order to make 
possible the definition of P. 

5. Mean rotation and the Bernoulli function 

In Sec. 2.5 we introduced the total head 

π2 Ρ 
(14) Η = %- + h + - , 

2tf 9 
which was shown to be constant along each streamline during steady flow 
(Bernoulli equation). Let us consider the relation of the Bernoulli function 
Η to the mean rotation of the fluid or to curl q. 

Starting from the equation of motion for an inviscid elastic fluid in the 
form (12), we subtract grad (q2/2) from both sides and use Eq. (14), to ob­
tain 

(15) ^ - grad ( 0 = - g r a d (gH). 

In order to interpret the vector on the left, we compute its x-component. 
Using the Euler rule of differentiation and q = qx

2 + qy
2 + qz

2, and denot­
ing briefly curl q by λ, we see that the x-component of the left-hand side is 

dq: 

(16) 
dt dx\2/ dt^qz\dz dx) qv\dx dy) 

^ + ( λ ^ - Kqy) = ^ + ( U q ) , 
rtt at, 

and from Eq. (15) 

a q 

(17) £ + (curl q X q) = - g r a d (gH)u 

dt 

This (vector) equation (which is a form of Newton's equation for an in­
viscid fluid), includes the (scalar) Bernoulli equation and more. In fact, for 
steady flow dq/dt = 0, so that 

(18) grad Η = - l - (curl q X q ) . 

Since a vector product is perpendicular to each of its factors, Eq. (18) 
shows that the vector grad Η is perpendicular to q. Hence the directional 
derivative of Η along a streamline is zero, and Η must be constant along 
the streamline. Moreover, grad Η has no component in the direction of 
curl q, the direction of the vortex lines. Thus: In the steady flow of an inviscid 
elastic fluid the surfaces on which the Bernoulli function has constant values 
are composed of streamlines and vortex lines. 
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The most important consequence of (18) is the following. If curl q 
vanishes at all points, then (18) shows that grad Η = 0, i.e., the Ber­
noulli function has one and the same value everywhere and we can state: 
In the steady irrotational flow of an inviscid elastic fluid the Bernoulli function, 
or the total head, has the same value on all streamlines. The converse is not 
true in general. I t can happen that the streamlines and vortex lines coin­
cide, in which case the vector product curl q X q vanishes and Η is con­
stant everywhere, although the motion is not irrotational. 1 3 This case, 
however, is a very particular type of motion and cannot occur, for ex­
ample, in a plane motion: qz = 0, and d/dz = 0 where (5) shows that curl 
q is perpendicular to the z,2/-plane and therefore cannot coincide anywhere 
with q. 

In the case of a nonsteady irrotational motion, Eq. (17) leads to 

(19) ^ = _ g r a d {gHX 
dt 

which should be noted for later use. 

6. Helmholtz1 derivation of the vortex theorems14 

Hermann von Helmholtz derived his two vortex theorems directly from 
Eq. (17) without using the concept of circulation. An outline of his argu­
ment, which, however, does not lead to a rigorous proof, follows. 

I t is well known that the curl of a gradient is zero. In fact, if for some func­
tion φ a vector a satisfies a = grad φ then 

( θφ\ day 

dx) dx 
dax _ d 
dy dy 

etc., and (5) shows that curl a vanishes identically. Thus, on taking the 
curl of both sides of Eq. (17), we get 

curl ^5 _f- c u r i ( c u r i q χ q) = 0. 
dt 

If we interchange the order of differentiation in the first term, and write 
λ for the vector curl q, this becomes 

(20) g : + curl (λ X q) = 0. 
dt 

Using the definition (5) of curl and that of vector product, we write 
the ^-component of the second term on the left as 

d d 
(21) — (\xqy - λ ^ χ ) - — (\zqx - \xqz). 

dy dz 
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The terms resulting from the differentiation of the products are listed 
in the first two columns below: 

d\x . d\x . d\x 

dy dz dx 

d\y d\z d\r 

- qx - qx — - qx — 
dy dz dx 

(210 

Γ Λχ — Γ Αχ  — ~Γ λ χ — 

dy dz dx 

. dqx dqx dqx 

~ Ay --Az —— — Λχ 

dy dz dx 
while the added terms in the third column cancel each other. The terms in 
each line combine to a simple expression, and (21) can be replaced by 

(21") g ^ ? - g i . d i v * + X , d i v q - X ^ > 

ds da 

where d/da denotes differentiation in the direction of λ (along the vortex 
line). The second of the terms (21") is zero, since the divergence of a curl 
always vanishes, as may be seen from Eq. (5). In the third term, the factor 
div q can be replaced by — (l/p)dp/dt, from the equation of continuity 
( l . I I ' ) . Thus (21") becomes 

d\x λ χ dp . dqx 

ds ρ at da 

which is exactly the x-component of 

ds ρ at da 

When (22) is substituted for the second term of Eq. (20), and the terms col­
lected according to the Euler rule of differentiation (1.4), we obtain 

or, dividing through by ρ and setting Λ = λ/ρ, 

This is Helmholtz' equation, which can be interpreted so as to give the two 
vortex theorems. 

Let Ρ and Q (Fig. 27) be two neighboring points lying on the same vortex 
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F IG . 27. Interpretation of Helmholtz' equation. 

line. Then PQ = A e for a suitable small e. After time dt, the particle initially 
at Ρ has moved to P' and the particle at Q to Q'', where 

PP7 =qdt, QQ' = ( q + |5 Ae ) Λ . 

Then P ' Q ' is given by 

p7Q7 = _ p p > + P Q + QQ> =  ( A +  |5 A ( ft ) €. 

But then Eq. (23') gives 

(24) F Q 7 =  ( A + ^ d<) e = A ' e , 

since the parenthesis is exactly the value A ' of A obtaining at the position Pf 

after time dt. From (24) follows, first, that P' and Q' again lie on a vor­
tex line, up to terms of first order, since A ; gives the direction of the 
vortex line at P'\ this is in accord with the first vortex theorem. Secondly, 
Eq. (24) shows that the change in the distance PQ is proportional to the 
change in A. Now, during the transition from PQ to P'Q'', the mass of the 
particle does not change; therefore, if dui and d&' are the normal cross 
sections of the vortex filament before and after the displacement, and ρ 
and ρ the corresponding densities, we must have 

(pda)-(PQ) = (ρ'da')'(P'Q') 

from which 

(25) pA da = ρ'Λ' da'. 

Now pA is, according to the definition of A, the length of the vector curl q, 
so that Eq. (25) expresses the second vortex theorem for a vortex filament: 
the product of cross section and vortex magnitude remains constant. This 
leads to the analogous theorem for a vortex tube of finite cross section. 
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Article 7 

Irrotational Motion 1 5 

1. Potential 

From the vortex theory of the preceding article, it follows that in an in­
viscid elastic fluid, a particle that at one time has no mean rotation cannot 
subsequently acquire rotation. 1 6 If at some time t = 0 the entire fluid mass 
under consideration is irrotational, then it remains so. Thus flow patterns 
can exist with 

(1) curl q = 0 for all t. 

A transition to rotational flow can occur only if viscosity becomes effective, 
or if the fluid ceases to be elastic, etc. In particular, if a flow originates 
from a region where q, p, and ρ are constant (for example, from a state of 
rest) the flow problem is irrotational everywhere and at all time, whether 
it is steady or nonsteady. 

Mathematically, the condition (1) is equivalent to the statement that 
q is a gradient, i.e., that there exists a function Φι(χ,?/,z,t) whose gradient 
is q: 

(2) q = grad ft; q. = — , qy = — , q. = —. 

In addition to some given (p,p)-relation, the flow is subject to (a) the equa­
tion of continuity, which we take in the form ( 1 . Ι Γ ) : 

and (b) the Newton equation of motion, which we take in the form (6.19) 

holding for an inviscid elastic fluid when the flow is irrotational: 

(4) |5 = - g r a d (gH) = - g r a d ( | + gh + P ) . 

With the use of q = grad Φι and 

_ grad Φ 1 = g r a d — , 

Eq. (4) may be written 

(5) grad + gH) = 0. 
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Consequently the sum σΦι/dt + gH must be a function of t only, say f(t). 
If F(t) is the indefinite integral of f(t), then 

(5<) » + „r * ( . ,_„.._„,. 

Since Ρ is independent of x, y, and z, the function Φ = Φι — F has the 
same space derivatives as Φι and may, therefore, be used in place of Φι in 
(2) . Then Φ satisfies the four conditions 

,„s ΘΦ ΘΦ ΘΦ 
( 6 ) βΊ = ^' 6y = q"> Tz = q> 

Here the six integrability conditions 

d% d% d% Θ2Φ 
dx dy dy dx' 9 dz dt dt dz' 

are satisfied on account of Eqs. (1) and (4) , and Φ is thus determined, for 
a given flow pattern, to within an additive constant. The function Φ is 
called the potential of the irrotational fluid flow. The reader is familiar 
with the fact that grad Φ is normal to the surfaces Φ = constant; thus, the 
velocity vector q is perpendicular to these equipotential surfaces, or more 
briefly potential surfaces. The magnitude of the component of q in any di­
rection equals the directional derivative of Φ in that direction and, in 
particular q equals (ϊΦ/ds where d/ds means differentiation in direction of 
the streamlines. Once Φ(χ,?/,ζ,0 is known, the flow is completely deter­
mined, since the first three equations (6) give q, and then the last equa­
tion determines P, which, together with the (p,p)-relation, determines ρ 
and ρ as functions of x,y,z, and t. Obviously an additive constant in Φ has 
no significance. 

In the case of steady motion, q and Ρ independent of t, it follows from the 
first three equations (6) that d^/dt is independent of x, y, and z, because 
d(d&/dt)/dx = θ(&Φ/βχ)/θί = 0, etc.; and from the last equation it fol­
lows that dΦ/dt is not a function of t either. Thus dΦ/dt is constant, 
everywhere and at all times, and is, in fact, equal to — gH by Eq. (6 ) ; 
this is in agreement with the conclusion in Sec. 6.5 that Η is constant in 
steady irrotational flow. 

2. Equation for the potential 

In the derivation of Eqs. (6) only Eqs. (1) and (4) were used. Thus, an ar­
bitrary function Φ(χ,2/,2,2), together with a (p,p)-relation and (6) , de­
termines a distribution of values of q, p, and ρ wrhich satisfy the Newton 
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equation, (4), but which will not, in general, satisfy the equation of con­
tinuity, (3) . This condition will be fulfilled if Φ is a solution of the differ­
ential equation which results when Φ is substituted in Eq. (3) . 

The left-hand member of Eq. (3) is 

τ τ  ι  ^  δ2Φ . θ2Φ . <92Φ 
(7) div q = div grad Φ = — + _ + _ = ΔΦ, 

where the symbol Δ (Laplace operator) is used exactly as in Art. 4. The 
sound velocity may be defined by 

/o\ 2  dp 
( 8 ) a - ν 

as in Sec. 4.1, whenever there exists a (p,p)-relation; then the right-hand 
member of Eq. (3) is 

_1 dp _ _ 1 dp dp _ __ 1 dp _ dP 
ρ dt ρ dp dt a2p dt a2 dt9 

since by definition Ρ = / dp/ρ (Sec. 2.5). Thus Eq. (3) becomes 

(9) ΔΦ = -—2-77. 
a2 dt 

We shall find [Eqs. (10) and (16)] that both a2 and dP/dt are expressible 
in terms of derivatives of Φ. 

In the case of an incompressible fluid, when a = co, the right-hand side 
of Eq. (9) is zero; the potential Φ must therefore be a solution of Laplace's 
equation, ΔΦ = 0, and all the classical results on Laplace's equation are 
applicable. Further, the equation does not involve t, which means that Φ 
(and therefore the whole pattern of flow) is determined at each moment 
only by the boundary conditions holding at that moment: in the irrota-
tional flow of an incompressible inviscid fluid, there is no "after-effect". 
The situation is much more complex when the fluid is compressible. 

From the last equation (6 ) , — Ρ = ΘΦ/dt + q2/2 + gh, so that by 
Euler's rule of differentiation 

A θΦ rm\ d P θ*φ _L
 d ίΛ A. d {ΘΦ . q2\ 

( 1 0 ) - M = W+lH\2) + q F s \ T t + 2 ) + dh' 

In differentiating the function A, use has been made of dh/dt = 0 and of 
the fact that dh/ds is the cosine of the angle between the directions of 
q ( = grad Φ) and grad h. Hence q dh/ds is the component of grad Φ in 
the direction normal to h = constant; or q dh/ds — θΦ/θ/ι. Using here Φ χ , 
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Φ̂  ,  Φ Ζ, and ΦΊ , for the first partial derivatives of Φ , we write out the 
second and third terms on the right of Eq. (10): 

/ <2 , . 2 , , 2N , θΦ χ ΘΦν ΘΦΖ (Φ* +  ΦΊ , +  Φζ ) = Φχ — + Φρ ^ΓΓ + Φζ 
dt \2 / 2 θ* a« * * dt ζ dt 1 

ΘΦι 
dz 

dx dy dz 

Hence these two terms are equal. By the use of Eq. (10), Eq. (9) can now be 
written as 

ΘΦ 

dh' 
(12) to-L^^L 9 ( 2 * * + ft + l 

a2 dt2 a2 ds\dt 2 / a2 

Since gravity is comparatively unimportant in problems of gas flow, the 
last term in (12) will be dropped from now on; retaining this term would not 
greatly increase the complexity of the equation. 

To express Eq. (12) in rectangular coordinates, we use 

d f Q*\ ( d(l* ι  dQ* ι  dQ*\ 

< 1 3> \ 
2 d Φ , d Φ d Φ 

dx2 '  mydxdy ' m*dxdz* 

and corresponding formulas for qy and qg. Applying Eqs. (11) and (13), 
writing out the terms of ΔΦ as in (7), and omitting the gravity term from 
Eq. (12) we get 

θ 2 Φ Λ qx
2\ , <32ΦΛ αΛ , d% (Λ qz\ 1 d% 

dx2 V α 2 / τ θ*/2 V W θζ 2 \ α 2 / α 2 θί 2 

_ 2 a φ _ 2 Μ ί θ Φ 
α 2 θχ d# α 2 di/ dz α 2 dz dx 

- 2 ^ - ^ - - 2 ^ - ^ - _ 2 ? i ^ = 0 
α 2 θί α 2 di/ di α 2 dz θί 

This is the general potential equation for compressible fluid flow, as com­
pared to ΔΦ = 0 in the incompressible case. As was mentioned above, a2 

is a function of the first derivatives of Φ: by way of the (p,p)-relation, a2 

can be expressed in terms of ρ or ρ or P, and according to Eq. (6), when 
gravity is neglected, 
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If the flow is steady and the velocity is sufficiently small, so that all second-
degree terms in velocity components may be neglected, the potential equa­
tion again reduces to the classical one. Without this approximation how­
ever, Eq. (14) is nonlinear, and therefore the sum of two solutions need not 
satisfy the equation: solutions cannot be superposed as in the case of linear 
differential equations. 

In the case of the polytropic (p,p)-relation p/p0 = (P/PO)", Eq. (8) gives 
a2 = Kp/p, while from Eq. (2.22c), Ρ = κρ/(κ - l )p;thus a2 = (κ - 1)P, 
so that Eq. (15) gives 

^ + i (grad Φ ) 2 

σι Ζ 

We may also verify from Eq. (2.22d) that the same result holds for κ — — 1, 
corresponding to the linearized (p,p)-relation (see Sees. 1.4 and 2.5). For iso­
thermal flow, p/p = constant, we have a2 = po/po = constant. In any 
other case, the relation between a2 and Ρ is computed by means of the 
(p,p)-relation, and then Eq. (15) is used to eliminate P. 

The nonlinear partial differential equation (14), combined with (16) 
[or some other formula for a2] and with q = grad Φ, gives the condition that 
a function $(x,y,z,f) be the potential of a physically possible irrotational 
flow of an inviscid elastic fluid. Very few examples are known of solutions 
in terms of elementary functions. In the remainder of this article we con­
sider some particular cases of Eq. (14). 

3 . Steady radial flow17 

The simplest example, other than uniform flow, which needs no further 
explanation, is that of a steady motion along rays emanating from a fixed 
point 0. Since q is always directed along the radius from 0, the potential 
surfaces must be concentric spheres with center 0 ; thus Φ is a function of 
t and r = (x2 + y + ζ2)Λ only. If we denote by qr the velocity in the direc­
tion of increasing r, then 

dΦ Ι 2 2 
Qr = τ and qr = q 

dr 

are functions of r only. In Sec. 1, it was seen that steady irrotational mo­
tion requires that dΦ/dt be an absolute constant; then (16) yields the Bernoulli 
equation 

(17) a2 + K~~2~ (l = c o n s ^ a n ^ = α Λ 

where as is the value of a corresponding to q = 0, the so-called stagnation 
value of the sound velocity. ( I t is assumed in this section that a polytropic 
(p,p)-relation holds.) 
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Taking the x-axis along the ray from Ο to an arbitrary point P, we 
have qy = qz = 0, qx = qr at P, and since all derivatives of ΘΦ/dt vanish, 
Eq. (14) reduces to 

(18) 
dx2 0-i) ^ dy2 ^ dz2 

In the first term, θ2Φ/θχ2 = dqx/dx = dqr/dr. The second term is dqy/dy, 
and Fig. 28 shows that dqy/dy = g r/r. The same is true of dqjdz, and Eq. 
(18) may be written as 

( 1 9 ) ^ R F I _ ^ + 2 ? R = o. 
dr \ a2 J r 

When the value of a2 is substituted from Eq. (17), the final differential 
equation for qr as a function of r reads 

Λ ~ 0 ~ 2 Λ . ι 1 \ . . 2 

(19') α\ m 2a8 — (* + l)qr _|_ 2 — = 0 
dr 2a s

2 — (κ — l ) g r
2 r 

In this equation the variables can be separated and the integration carried 
out directly. I t is convenient, however, to make a change of variables from 
r and qr to the dimensionless quantities ξ and η defined by 

and » - qr 

where r 0 is an arbitrary constant. In terms of the new variables, Eq. (19') is 

άη _ η 2 — (κ — Ι)η2 

(19") 

the solution of which is 

(20) ± 

I 2 - (κ + l ) v , 2 J 

l / U - D 

as can be verified by differentiation. Any constant factor could be inserted 
in one member and Eq. (20) would still satisfy Eq. (19" ) , but this is un-

F IG . 28. Auxiliary relation for radial flow. 
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F I G . 29. Dimensionless velocity η — — versus dimensionless distance £ in steady 

a, 
r 2 r 

radial flow where £ = — or = — for spatial or plane flow respectively. 

necessary since an arbitrary (positive) factor r 0 has already been included 
in the definition of £. 

Before discussing this result let us find the relation between η and the 
local Mach number q/a; from Eq. (17) it follows that 

(21) 
M2 

1 1 

In the solution, (20) for κ > 1, two values of η correspond to ξ = O O : 
η = 0 and η = [2/(κ — 1)]*, this last value being y/E for κ = 1.4. I t fol­
lows from (21) that the corresponding values of Μ are 0 and O O . Figure 
29 (solid line) shows η as a function of ξ [using the positive sign in (20)] 
when κ = 1.4. There are two horizontal asymptotes: η = 0 and η = 
\ / 5 . The point (£ι, 771) corresponding to the minimum value of £ may be 
found by differentiation of £ as a function of η, giving 

(κ+1)/(«-!) 

When the value ηι is substituted in (21), the corresponding Mach number 
is seen to be Μ = 1. 

If this solution is considered for all rays in a certain solid angle, we have 
the result: In a conically divergent channel two radial flows are possible, one 
subsonic with velocity zero at 0 0 9 and the other supersonic with infinite Μ at 
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infinity. This statement has been derived for η ^ 0, corresponding to an out­
ward flow; if the minus sign is used in the solution (20), the graph is 
exactly the reflection of Fig. 29 in the £-axis, and the same statement is 
true for an inward flow, where η ^ 0. 

The mass flux through unit solid angle in this cone is given by Q = 
pqr2 = α8το2ρξη. Since mass is conserved, Q must be the same for all r, and 
therefore the same for all points on the £,*?-curve; thus Q may be computed 
on the lower branch of the curve, with ξ tending to and η to 0. From 
Eq. (20) it follows that £ η —•» 1; the limit of ρ may be called p8, the stag­
nation value, since it corresponds to η = q = 0. Then 

(22) Q = α8τ0
2ρξη = a8r0

2 lim ρξη = a8p8r2 . 

When Q is given, (22) determines r 0 . 
The fact that the flow does not extend to r = 0 is not surprising; this is 

true even in the case of an incompressible fluid. The broken line in Fig. 29 
gives the velocity distribution in the case of an incompressible fluid for the 
flow with the same stagnation values p8, ps, and the same flux Q. Here 
ρ = p8, so that Q = psqr2 = ρ8α8τ0

2ζη. Compared with (22), this implies 
that the equation of the curve is £ η = 1. The left-hand endpoint is deter­
mined by the condition that ρ may not become negative. The Bernoulli 
equation (2.20), taken for an incompressible fluid and with gravity omit­
ted, reads 

from which it can be concluded that ρ goes through zero when q2 = 2p8/p8 

and η2 = q2/as
2 = 2ps/p8a2. Since a2 is related to p8, p8 by a2 = κρ8/ρ8, 

the value of η2 at the critical point for the incompressible flow is, therefore, 
2/κ and, from ξη = 1, the value of ξ2 is κ/2. As Μ decreases, the curve for 
the compressible case is more and more nearly the same as the curve for 
incompressible flow. 

From (22) we obtain ρξη = p8, which with Eq. (20) gives 

(23) 

and also, because p/pK = constant, 

(23') 
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Alternatively, Eq. (23) could be derived from the Bernoulli equation in 
the form 

1 + * V = * Vi 
2 κ — l ρ κ — 1 p s ' 

together with the (p,p)-relation. The main result (20) would then follow 
from the continuity condition (22), with no reference to the potential. 

If a plane radial flow™ where r = (x2 + y2)\ is studied, the only change 
is that d%/dz2 is to be omitted in (18); then the factor 2 is missing from 
the second term in Eq. (19). However, if £ is taken to be r/r0, rather than 
r2/ro2, the same differential equation (19") results. Thus all conclusions, 
including Fig. 29, hold as before, provided £ is given the new interpreta­
tion. 

4. Nonsteady parallel flow 

If all particles move parallel to the x-axis, the equipotential surfaces are 
planes perpendicular to this axis. Thus, Φ depends only on χ and t, while 

dΦ , 2 2 
qx = — and qx = q . 

dx 

Since qy = qz = 0, Eq. (14) reduces to 

( 2 4 ) p ( i - I t ^ - 2 « ; ^ L - o . 
dx2 \ a2 / a2 dt2 a2 dx dt 

As before, a2 also involves derivatives of Φ; if the polytropic (p,p)-relation 
is adopted, then Eq. (16) gives 

(25, - « ( £ + £ ) . 

The problem characterized by Eqs. (24) and (25) will be studied in 
detail in Chapter I I I , but a fairly general type of particular integral of 
these equations will be indicated here. 

Assuming 

χ2 $Φ 
(26) Φ(ζ, t) = a - + βχ + 7, qx = — = ax + ft 

where α, β, and y are functions of t only, can we choose α, β, and y so that 
Eqs. (24) and (25) are satisfied? When (26) is substituted in (25), a2 is given 
as a quadratic function in x; also, d%/dx2 does not involve x. Thus, 
when (24) is multiplied through by a2 and (26) substituted in it, the left-
hand member of the resulting equation is also a quadratic function of 
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χ; the differential equation is satisfied if the coefficients of x2 and χ and 
the constant term, all functions of t, vanish identically. If these coeffi­
cients are set equal to zero, we have the conditions 

a" + (jt + 3) α α ' + (κ + 1) a = 0, 

(27) β " + ( " + 1 } α β ' + β ( 2 α ' + { κ + 1 } " 2 ) = ° ' 

y" + ( « - 1) αγ' + |3 ( ^ ^ « 0 + 2/3') = 0. 

These are three ordinary differential equations which can be solved suc­
cessively for a, for β, and finally for 7. Two examples of solutions follow: 

2 1 
(a) a = —-—- β = constant = C i , 

κ + 1 Ϊ 

(28) 
κ — 1 Ζ 

2 3 , 

κ + 1 £ 

V + 1 ί / κ + 1 

In the particular case c2 = 0, both qx and a 2 are functions of x/t only; this 
motion plays an important role in the theory of nonsteady one-dimensional 
flow (see Art . 13, "centered simple waves" ) . Including a c2-term has no ef­
fect on the particle lines (see Sec. 1.2), which are the lines in the x,<-plane 
defined by dx/dt = qx and which trace the history of each particle; however, 
the pressure distribution along these lines does depend on c2. For thijs ex­
ample the particle lines are given by 

χ = C l l ± i * + Atm"+1\ 
κ — 1 

where A is the parameter; this may be verified by differentiation. Along 
each particle line, a is £ - 2 ( * _ 1 ) / ( * + 1 ) times a constant that is a simple func­
tion of c 2 and A. Now ρ = constant·ρ"> so that a = dp/dp = constant-
p* - 1 . Thus, along each particle line, ρ is proportional to f~2KK+1) and ρ to 
£-2κ/(«+ΐ). ^ e c o n s t a n t s of proportionality are again functions of C2 and A. 

1 a A—* 5 — C ,3—2K 

(b) « - r , , γ -

GX = j + ct1-', a2 = (κ - 2 ) C R " [ ( « - 1 ) * + ct2~'\. 

(29) 
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χ c 
F I G . 30. Particle lines — h tl~K — constant = k, fore = —0.3, κ = 1.4, for 

t κ — I 

equidistant values of d = kKlu~l). 

Here the particle lines are given by 
(30) j + ~~ τ tl~K = constant = fc; 

ι κ — 1 

some of these curves are shown in Fig. 30, with c = — 0.3 and κ — 1.4. 
From Eqs. (29) and (30) we have a = C/C(K — 1)(κ — 2)tl~K along any 
particle line, so that ρ is here proportional to 1/t. For constant t and vari­
able k, a is a multiple of /c, and ρ is proportional to Also when 2 
is constant, dx = tdk from Eq. (30), so that on computing the fluid mass 
included between two positions at a given time, we obtain 

Γ pdx = constant · Γ fc1/u_1) dk = constant · [k2
KKK~l) - kil{K~l)]. 

The particle lines in Fig. 30 are drawn for equidistant values of k*l{K~l) = d, 
namely for d = 0, 2, 4, 6, 8. Hence, the mass between any two successive 
lines is the same. 

5. Steady plane motion 

Since a substantial part of this book will be devoted to problems of 
steady plane potential flow, only a preliminary discussion will be given here. 

By hypothesis q2 = 0 and ΘΦ/dt = constant, so that Eq. (14) reduces to 

With the polytropic (p, p)-relation, the formula for a again takes the form 
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(17), where a2 = (1 — κ)ΘΦ/ΘΙ is the square of the stagnation value of the 
sound velocity. 

I t is often advantageous to use polar coordinates r, 0; then q is decom­
posed into a radial component qr and a circumferential component qe. Taking 
the x-axis along a radius, we have at any point on this radius 

ΘΦ _ _ _ ΘΦ ΘΦ _ _ _1 ΘΦ 
dx" Y y - q y - q e - r d 6 ' 

(32) ^ = ^ = = ^ = d^ = ldj1.q1 = l^d% .\3Φ 
dx2 dx dr dr2 ' dy2 dy r ΘΘ r r2 ΘΘ2 r dr 1 

Θ2Φ _ dqy _ dqe _ 1 <32Φ 1 θΦ _ Θ2Φ _ dqx _ dqr qe 
dx dy dx dr r dr dd r2 dd dy dx dy r dd r' 

To derive the last of these formulas, a figure generalizing Fig. 28 can be 
used. That is, we note that the ^-derivative of the ^/-component of qr is 
qr/r, the same as in the discussion in Sec. 3. Here, however, we must also 
take account of the ^/-component of qe, whose ^/-derivative is (1/r) dqe/dd. 
Equations (32) are the usual formulas for the derivatives of Φ in polar co­
ordinates, written for θ = 0. 

Equation (31) can now be written as 

dr2 

(33) 

(l _ <?Λ _ 2
q r q e ( 1 d % - 1 θ Φ > \ 

\ a2 J a2 \r dr dd r2 dd / 

\r2dd2 ^ r drj\ a2 J ' + 
or in terms of velocity components as 

foA\ dQr , dq9 . qr 1 Γ 2  dqr (dqe , dqr\ < (34) -f- + -|-• + i - = - \qr -f- + qrqe I -f - + - | - 1 + qe dr r dd r a2 |_ dr \dr r dd/ 

The latter equation is actually the polar form of 

2 dq^ 
r dd 

dq> 
dx 0 - & " ) - ~ ( £ + £ ) + £ θ - 3 θ - β 

rather than of Eq. (31). Thus, if Eq. (34) is used, the condition (1) for the 
existence of a potential function must be added; for plane motion Eq. (1) 
reduces to 

<*Sl - OS? = 0 
dx dy 

in rectangular coordinates, or 

/ o r \ dqe dqr . qe _ Λ 
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in polar coordinates, as is seen from (32). Equations (34) and (35) combined 
are equivalent to Eq. (33). 

The case of radial motion, qe = 0 and qr a function of r only, has already 
been discussed at the end of Sec. 3. Now we consider a more general case 
of what may be called an axially symmetric flow :19 qr and qe are independent 
of 0, but qe does not vanish. The condition (35) then reads 

(36) ^ + ?° = 0, or rqe = constant. 
dr r 

Now 2wrqe is the value of the circulation Γ on the circle of radius r about 
the origin, so we have here an illustration of the case mentioned previously 
(Sec. 6.1), where Γ is constant (but different from zero) on circuits surround­
ing an infinite cylindrical obstacle. The "obstacle" here is a certain circular 
cylinder, r = ri (see Sec. 6). The differential equations apply only to the 
region outside the corresponding circle with center at 0. In this (doubly 
connected) region a regular potential flow with 2rrqB = constant = Γ 
exists. I t will be seen presently that the immediate neighborhood of r = 0 
is without interest for us. 

Once qe has been found, Eq. (34) can serve to determine qr . 2 0 This equa­
tion, with the ^-derivatives omitted, reads after multiplication by r 

Here q is written for qr
2 + qe

2. Now, considering a general elastic fluid, 
we set dH/dr = d(% q2 + P)/dr = 0 (see end of Sec. 1), or 

and see that the right member of Eq. (37) equals* 

1 dp 
-rqr - T . 

ρ dr 

Thus, after dividing by the factor rqT, we can integrate both sides to obtain 

(39) log (rqr) = — log ρ + constant, rqr = C Q n s t , a n t 

Ρ 

This, in conjunction with (36), solves the problem. For if we call the two 
constants in Eqs. (36) and (39) C( = Γ/2π) and k respectively, the equa­
tions squared and added show that 

/Λη\ 2 2 , k 2 C k 
(40) rq = C + - or r = — + . r — - 9 . 

P 2 q2 (pq)" 

+ ^ = 0 , 
ρ dr 

* This result also follows directly from the equation of continuity (3). 
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The Bernoulli equation in its integrated form establishes, as we know, a 
relation between q2 and p. If this relation is used to eliminate ρ from 
(40) the latter equation links r 2 to q2, and since qe2 is already known, as a 
function of r, we have finally a relation between q2 and r. An examination 
of these relationships reveals two important phenomena, which will be 
discussed in the following section. (See also end of Sec. 17.4.) 

6. Transition between subsonic and supersonic flow. Limit line 

The relation between ρ and q established by the Bernoulli equation will 
be discussed in some detail in Art. 8. Here it will suffice to know that ρ de­
creases monotonically when q increases, while the product pq first increases 
from zero at q = 0, reaches a maximum at the sonic point q = α, Μ = 1, 
and then decreases towards zero as q increases through supersonic values. 
The function k2/(pq)2 is plotted against q2 in Fig. 31; the abscissa OE0 of 
the minimum point is, as just stated, q2 = a2. The graph shows also the 
hyperbola with the ordinates C2/q2. The ordinates of the heavily drawn 
curve in Fig. 31 are the sums of the ordinates of the other two curves, and 
these sums must equal r2 according to Eq.(40). Since one curve has a 
minimum at the sonic point and then increases without bound, while the 
other decreases monotonically, it is apparent that whatever the (positive) 
constants C2 and k2 are, the resultant curve must have a minimum F with 
an ordinate different from zero and an abscissa OFq > OE0, that is, lying 
in the supersonic region. Denote this minimum ordinate FoF by r2. 

If some value r 2 = OA is given, the graph shows that two different values 

subsonic ψ | supersonic 
F I G . 31. Spiral flow obtained by addition of vortex flow and radial flow. 
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of q2 correspond to it when r 2 > r2] if r2 < r2 no q2 can be found that will 
satisfy Eq. (40). This means: There exist for each pair of constants C and k 
two different axially symmetric potential flows, both extending over the 
region from r = ri to r = oo, with the same velocity at r = n . One flow, 
corresponding to the branch of the curve to the right of F, is entirely super­
sonic, while the other one includes subsonic as well as supersonic velocities. 
A t the circle r = η the flow ends; it has here a "natural l imit". Something 
similar was found in Sec. 3 in the discussion of radial flow. But in the radial 
flow, the limit line coincided with the line on which Μ = 1 and thus 
could have been attributed to the fact that the sound velocity had been 
reached. W e now learn that the natural flow limit has nothing to do with 
the border line between a subsonic and a supersonic region. On the contrary, 
the present example shows that a "mixed" potential flow is possible 
without any singularity or irregularity occurring at the border between the 
regions where Μ < 1 and Μ > 1. 

In Figs. 32 and 33 are indicated the streamlines corresponding to the two 
solutions determined by Fig. 31. T o find these streamlines, one has only 

F I G . 32. Channel in mixed spiral flow. 

F I G . 33. Channel in supersonic spiral flow. 
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Ο 
FIG. 34. Showing angle between velocity and radius vector in spiral flow. 

to take from Fig. 31, for various positions of the point A on the vertical 
axis, the magnitudes AB = qe

2 and BC or BD for qr
2. Then the ratio qe'-qi 

gives the slope of the streamline, namely, tan 0, with respect to the radius 
vector (see Fig. 34). Graphical or numerical integration supplies the stream­
lines. 

Figure 32 refers to the mixed flow, with the smaller values of q2. In this 
case the velocity is zero at infinity, it increases monotonically up to the 
sound velocity at the sonic circle, and then to supersonic values in the 
annular region between the sonic and the limit circles. The limit at r = <*> 
of the slope of the streamline with respect to the radius vector is, from Eqs. 

In this case, then, the streamlines approach logarithmic spirals as r —•> oo . 
If the two heavily drawn curves in Fig. 32 represent the walls of a channel, 
the flow inside the channel can follow the pattern shown in the sketch up 
to the limit circle. 

Figure 33 shows the streamlines in the case of the completely supersonic 
motion. Here the velocity at the limit line is the same as in the case of 
Fig. 32. But now the velocity increases as we go outward. Since q% tends to 
zero with increasing r, the flow becomes more and more radial. The direc­
tion of the flow can be inward, as indicated in the figures, or outward in 
both cases. 

7. Other particular cases of the general potential equation 

In the case of steady motion the general equation (14) becomes 

(36) and (39) 

lim » = lim ql = lim ^ = 
τ · - » qr q-*o qr q^o k k 

= constant. 

(41) 
QxQy d Φ _ qyq, d Φ 

α2 dx dy a2 dy dz 
qzqx d% 

0 
a2 dz dx 
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where from Eq. (16) 

2 2
 K  —  1 / 2 , 2 , 2\ 

a = as - — — (g x + ft + ft). 

This same equation in cylindrical coordinates r, 0, and -ε, with qr = ΘΦ/dr, 
qe = (1/r) ΘΦ/ΘΘ takes the form 

^2 ·,· / 2\ , ~ 2 ^ / 2\ - 2 ^ / 2\ 

dr2 V α 2 / r 2 <902 \ α 2 / <^2 \ a2 / 

2 ^ - ^ - 2 M r / f - + £ ( i + = 0. 
ra 2 <90 dz ra2 dz dr r \ a2 / 

(42) 
_ 2 ftft ~ ~ ~ ~ " 2 

ra 2 dr d0 

Note that from (42) for a —> °o we obtain the polar form of the Laplace 
equation, namely, 

d% 1 θ2Φ 32Φ 1 3Φ _ Q 

dr2 r2 d02 d-ε2 r dr 

For ft = 0 in Eq. (42) we find Eq. (33) again. Another case with only two 
independent variables is that of an axial symmetry where Φ depends only 
on ζ and r and not on 0, and Eq. (42) reduces to 

^ * Λ - ^ ) + ^ ( ΐ - ^ ) - 2 Μ « ^ | + Β Γ » 0 . · 
d r \ a1) dz1 \ a1 / a 2 dr dz r 

If here ζ and r are replaced by χ and y respectively, so that the x-axis is the 
axis of revolution, this equation differs from Eq. (31) only by the term 
Qv/y- One may introduce the equation 

(43) pt(1-«()+g»(i-?{)-29*gr + '-qe-0 
dx2 \ a2 ) dy2 \ a2) a2 dx dy y 

where ν = 0 for the case of plane flow, ν = 1 for that of rotational sym­
metry. 2 1 

Next we consider nonsteady motions. We start with the equation for 
plane nonsteady motion derived from Eq. (14): 

^ 2 / _ 2\ ~ 2 , / 2\ _ _ ^2 , 

dx2 \ a2 J dy2 \ a2 ) a2 dx dy 

_ \ 3Φ _ ^ ft d Φ _ 2 ft dj> = 0 

a2 dt2 a2 dx dt a2 dy dt 

Again introducing polar coordinates [by means of Eqs. (32)] we obtain, if 
Φ is independent of 0: 
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the case of nonsteady flow with cylindrical symmetry. Also generalizing 
Eq. (19) to nonsteady flow or working directly from Eq. (14), we obtain 
for spherical symmetry: 

d!±d _ ? A _ J_?!i _ 2 i r - ^ + 2
0 = o 

dr' \ a') α 2 at2 a 2 dr dt^ r q* 
Comparing these last two equations with Eq. (24), we see that we may 
write 

{ 4 ό ) dr'\ a') a' dV \'drdt + r9r 

where ν = 0, 1, or 2 stands for nonsteady parallel flow, nonsteady flow with 
cylindrical symmetry, or with spherical symmetry, respectively. Again 
there are only two independent variables, namely, r and t. W e find from 
Eq. (16) that in each case 

a β -<* - 1 }U + 2 7 · 
If in the sense of Art. 4 we replace a2 by O o 2 , the sound velocity of the 

fluid at rest, omit the terms of higher order, and replace r by x, we obtain 
the generalized one-dimensional wave equation 

( 4 5 ) ^ - α ο ^ - α ο ^ = 0 ' 
with the above meaning of v. The general solution for ν = 2 is 

Φ = - [fi(x - aot) +fi(x + orf)], 
X 

where fi and / 2 are arbitrary functions of one variable; this may be compared 
to d'AlemberVs solution for ν = 0. The theory of cylindrical waves, ν = 1, 
is more difficult than, and essentially different from, that for ν = 0 or 
ν = 2. This has an analogy in the general theory of one-, two-, and three-
dimensional waves (see end of Art. 4, where we found that the second case 
differs essentially from the first and third ones). 

Article 8 

Steady Flow Relations 

1. General relations among q, p, p, and Τ 

When the flow of a compressible fluid is steady, i.e., independent of time, 
and a (p, p)-relation holds on each streamline, then each of the four quanti-
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ties q, ρ, p, and Τ (velocity magnitude, pressure, density, and absolute 
temperature) can be expressed, on a given streamline, as a function of any 
single one of them. In fact, the equation of state, the (p, p)-relation, and 
the Bernoulli equation supply three relations among these four variables. 
If the same (p, p)-relation holds on all streamlines (elastic fluid) and if the 
flow is steady and irrotational (steady potential flow), then the relation­
ships among q, p, p, and Τ are the same for the entire flow, as will be 
shown presently. 

When gravity is neglected, the Bernoulli equation in differential form is 

(2.21'): 

(1) ffdg + ^ = 0, 
ρ 

where the differentials refer to changes in q and ρ along a streamline. On 
integrating, and introducing the stagnation pressure p8, the value which ρ 
assumes at a point of the streamline where q = 0, we find 

This equation gives q as a function of ρ for all points of the streamline, the 
function depending on the parameter p8. Since p, p, and q are nonnegative 
quantities it follows that ρ ^ p8 everywhere along the streamline, the 
maximum value being attainable only at stagnation points. 

In the case of an elastic fluid we may consider the function Ρ of ρ (Sec. 2.5) 
whose derivative is 1/p, say Ρ = fp^dp/p where p0 is some reference pres­
sure. Then Ρ is a monotonically increasing function of p. In this case Eq. 
(2) may be written 

(2') £ = Pip.) - P(p), 

which gives again ρ ^ p8. 
When gravity is neglected, the Bernoulli function Η (Sec. 2.5) is defined 

by 

(3) I + Ρ = gH. 

For steady irrotational flow this quantity Η was shown in Sees. 6.5 and 7.1 
to be constant throughout the whole fluid mass. From Eq. (3) , this constant 
value is also the value of P/g at all stagnation points; thus P, and conse­
quently p, has the same value at all stagnation points. When ρ is known, 
the value of ρ may be determined by means of the (p, p)-relation, and the 
value of Τ follows from the values of ρ and ρ by means of the equation of 
state. Thus we conclude: In the steady irrotational flow of an elastic fluid, the 
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stagnation values p8, p8, T8 of ρ, ρ, Τ are the same on all streamlines. Under 
these conditions, Eq. (2) , giving q as a function of p, is also the same for all 
streamlines. We now study this relationship. 

Whether the (p, p)-relation holds for a single streamline only or for the 
whole fluid mass, it is assumed that ρ = 0 corresponds to ρ = 0 and that 
ρ increases monotonically with ρ so that from ρ ^ p8 follows ρ ^ ps on the 
streamline. We even assume strictly monotonical increase, i.e., dp/dp = 
a 2 does not vanish, except possibly at ρ = 0. Then a graph of ρ versus 1/p 
will have the form shown in the right half of Fig. 35. T o the left, the in­
tegral of 1/p from ρ to ps is plotted as the abscissa corresponding to the 
ordinate p; each curve corresponds to a particular value of the parameter 
p8, which appears as the p-intercept of the curve. From Eq. (2) it follows 
that the horizontal axis to the left is also the (positive) axis of q/2. In Fig. 
35 it has been assumed that the integral fpdp/p converges for ρ = 0, which 

F I G . 35. Right half: ρ versus 1/p according to (p,p)-relation. Left half: ρ versus 
q2/2 according to q2/2 = P(pa) — P(p) for various values of p8 , where Ρ = jpdp/p. 

P< 

F I G . 36. ρ versus q for various values of p8 and corresponding values of q, 
Dotted line shows relation for incompressible flow. 
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implies in particular that dp/dp = a vanishes for ρ = 0. With this assump­
tion, the curves at the left meet the horizontal axis at finite values of q2/2; 
in the contrary case, all curves would have this axis as an asymptote. 

Considering q, rather than q2/2, we obtain graphs of ρ versus q for various 
values of the parameter p8 (Fig. 36). From Eq. (1), we find 

<* % -
thus each curve has a horizontal tangent at q = 0, ρ = ps and another at 
ρ = 0 (ρ = 0), with q finite or infinite. Each curve must therefore have an 
inflection point for some intermediate point (q, p).* Differentiating Eq. (4), 
and using dp/dp = a2, we have 

d2p dp dp dp q 
W = - p ~ q d q

 = - p - q T V d T q
 = " p + p ^ 

or, in terms of the Mach number, Μ = q/a, 

<5> g - - | w - ^ - D . 

The product pq is the flux per unit area and can be called the flow intensity. 
Then the conclusions that can be drawn from Eq. (5) may be expressed by 
this statement: The curve of ρ versus q has an inflection point when the Μach 
number equals 1 (at the sonic point); the flow intensity pq increases with the 
velocity q in subsonic flow, reaches a maximum at the sonic point, and decreases 
as q increases in supersonic flow. To each value of the parameter p8 (or of ps 

or of T8) there corresponds a certain transition velocity qt (abscissa of the 
inflection point) where Μ = 1, and a certain maximum velocity qm where 
ρ = ρ = 0. If the value of qm is finite then the M a d number Μ — >  C O as 
q ~> qm , since a2 —> 0. For exceptional (p, p)-relations where the above men­
tioned fdp/p, does not converge as ρ —> 0 and qm is infinite (which then 
occurs for all values of the parameter), it can happen that Μ remains finite 
as q —> ο©. 

In the case of an incompressible fluid, when ρ = ps , we have fp.dp/p = 
(ρ — ρ8)/ps , and the curves of ρ versus q are the parabolas 

g 2 = 2 P ' - p . 
Ps 

These curves for various values of p8 are the dotted lines in Fig. 36. I t is 
clear from the figure that the compressible fluid behaves in the subsonic 

* We shall assume that there is only one such inflection point. I t can be shown 
that this will certainly be the case if d2p/dp2 > 0. 
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range, very much like an incompressible fluid while the flow has an en­
tirely different character when the velocities are supersonic. 

The above statement concerning flow intensity may be given another 
interpretation. In any infinitesimal stream tube the fact that mass is pre­
served and the flow is steady means that the flux (which equals pq times 
the cross section) is the same across any cross section of the tube; thus the 
flow intensity pq must be inversely proportional to the cross section of the 
tube. Then decreasing cross section corresponds to increasing q—and vice 
versa—in subsonic flow, exactly as in the incompressible case. For supersonic 
flow, however, increasing cross section corresponds to increasing velocity 
of flow: the minimum cross section corresponds to Μ = 1. This behavior is 
illustrated in the radial flow studied in Sec. 7.3: in the subsonic flow the ve­
locity decreases from q = qt to q — 0, while the cross section of the channel 
increases; in the supersonic flow the velocity increases from qt to qm with 
increasing cross section.2 2 

If an overall (p,p)-relation is given, each possible steady irrotational flow 
pattern is characterized, so far as the relationship between ρ and q (or ρ 
and q, or Τ and q) is concerned, by the value of a single parameter. Any one 
of the following may be used as parameter: the stagnation values p8, ρ β , 
or Ts ; the value of the transition velocity qt ; the value of the maximum 
velocity qm (provided this value is finite); or the Bernoulli constant H, 
which is equal to the stagnation value of P/g or to the square of qm divided 
by 2g, if in the definition of Ρ the reference pressure is zero. 

2. Hodograph representation23 

In steady flow of any type there is a definite velocity vector q, independ­
ent of t, for each point P. If these vectors are plotted with a fixed origin 0 ' , 
so that q = O'P', then to each point Ρ of the flow pattern there will cor­
respond some point P' (see Fig. 37). Then, for example, to all points of one 
streamline there will correspond a curve formed by the respective points 
P'. This correspondence, or mapping, is known as the hodograph transfor­
mation. W e shall also speak of the hodograph space in which the points Pt 

lie, as contrasted with the physical space in which the flow actually occurs. 
Note that each point Ρ is mapped into exactly one point P', although the 
converse is not true: one point P' can represent several points Ρ of the 
physical space—namely, points with the same q. 

If a streamline £ of physical space is mapped into a curve <£' of the hodo­
graph space, the tangent to £ ' at P' has the direction of the instantaneous 
rate of change of q, i.e., the direction of the acceleration vector. Now, in 
the absence of gravity and viscosity, the acceleration vector has, by Eq. 
(1.1), the direction of —grad p\ thus the isobar (surface of constant pres-
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sure p) through any point Ρ of the physical space is perpendicular to the 
tangent to <£' at P'. 

The results of Sec. 1 show that, in the case of a steady irrotational flow, 
all points P' must lie on or within the sphere with center 0' and radius 
qm (maximum velocity) : all of physical space is mapped into the interior 
and boundary of this sphere in the hodograph space. For exceptional (p, p)-
relations, this sphere may be infinite. All stagnation points (where q = 0 
and Μ = 0) map into the center 0 ' ; points with q = qm and hence (in the 
nonexceptional case)Af = <Χ > correspond to points on the boundary of the 
sphere; and the sonic points of physical space (where Μ = l ) map onto the 
sonic sphere with center 0' and radius qt. The subsonic region of flow maps 
into the interior of the sonic sphere and the supersonic domain into the 
shell between the spherical surfaces q = qt and q = qm . 

The hodograph transformation is used extensively in the study of plane 
motion. In this case, all points P, as well as all points P ' , lie in a plane, and 
so we speak of the physical plane and of the hodograph plane. The spheres 
are now replaced by concentric circles Ct and Cm with center 0r and radii 
qt and qm , respectively (Fig. 37); the subsonic part of the flow maps into 
the interior of the sonic circle Ct, the supersonic part into the annular 
region between Ct and the maximum circle Cm , stagnation points map into 
0 ' , sonic points into points on the circle Ct, and points with q = qm into 
points of C 

Corresponding to each point P' within Cm , there is a value of the pres­
sure p, determined by the distance O'P' = q and Eq. (2) . If these p-values 

FIG . 37. Physical plane and hodograph plane. Streamline £ in physical plane and 
<£' in hodograph. Sonic circle and maximum circle. 

y 

< ο 
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Ρ 

FIG . 38. Pressure hill with subsonic and supersonic region. 

are plotted above the hodograph plane as points Q, such that the perpen­
dicular distance to the plane is P'Q = p, then the points Q corresponding 
to a given streamline lie on the bell-shaped surface of revolution obtained 
by rotating one of the ρ,^-curves of Fig. 36 about the p-axis. In the case of 
an elastic fluid in irrotational motion the same surface holds for all stream­
lines. A sketch of this surface, sometimes called the pressure hill, is given 
in Fig. 38. Each position of the generating curve is called a meridian of the 
surface of revolution; the path of any point of the generating curve is a 
parallel. The surface is divided into an upper and a lower part by the 
parallel circle whose projection is Ct ; the upper part resembles an ellipsoid 
of revolution in the neighborhood of one vertex, while the lower portion 
has the character of a hyperboloid (of revolution) of one sheet. 

In the terminology of differential geometry* the upper portion of the 
pressure hill consists of elliptic points, while the points below the critical 
circle are hyperbolic points. This means that if the surface is cut by a plane 
parallel to the tangent plane at Q and sufficiently close to it, the curve of 
intersection approximates an ellipse in the first case, and a hyperbola in. 
the second. The axes of this conic (called Dupin's indicatrix), are parallel 
to the "principal directions , , on the surface at Q; in the case of a surface 
of revolution these are the directions of the tangent to the meridian through 
Q and the tangent to the parallel circle. If coordinates in these two direc­
tions are called χ and y respectively, the equation of the indicatrix has the 
form 

2 2 

(0 ) IT + ΊΓ = constant. 
Hi Ri 

* A reader who is unfamiliar with the elements of differential geometry may omit 
the remainder of this section. 
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Here, | Ri | and | R2 | are the radii of curvature of the two plane curves cut 
off on the surface by normal sections through the two principal directions 
at Q. The signs of Ri and R2 are to be taken the same if both centers of 
curvature lie on the same side of the tangent plane, and opposite in the 
contrary case. 

For a surface of revolution, one principal section gives the meridian 
through Q. Thus \ Ri\ is the radius of curvature at Q of the generating 
curve denned by Eq. (2) . Using Eq. (5) and 

(7) ^ = tan (90° + 0) = - cot 0, 
dq 

where 0 is the angle between the normal to the p,g-curve and the g-axis, 
we obtain from the formula for the radius of curvature 

d2p 
1 _ dq1 

[ - ( I T 
= ρ sin3 0 {Μ2 - 1) 

and K\ (Fig. 39) is the center of curvature. The second principal section 
is the normal section through the tangent to the parallel circle. The theorem 
of Meunier (proved in elementary differential geometry), when applied to 
this case, shows that the center of curvature K2 of this section lies on the 
axis of revolution. Hence 

(9) I R21 = cos 0' 

since 0 is also the angle between the horizontal plane of the parallel circle 
and the normal section, while q is the radius (of curvature) of the parallel 
circle. 

For points Q on the lower portion of the pressure hill, Rx and R2 have 
opposite signs, as in Fig. 39a; also, 0 is acute and M2 > 1. Thus, with the use 
of Eqs. (8) and (9), Eq. (6) becomes 

2 

(60 xp sin 30 ( M 2 — 1) — - cos 0 = constant. 
q 

The angle β between the x-axis and the asymptotes of the hyperbola (6') 
is determined by 

tan 2 β = -Λ- ρ sin3 0 (Μ2 - 1). 
cos 0 

If the axes and asymptotes of (6 ' ) , all in the tangent plane at Q, are 
projected onto the horizontal plane (Fig. 39b), then Q projects onto P\ the 
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x-axis (first principal direction) onto the radial direction O'P', and the 
2/-axis onto the (dotted) line normal to O'P' at P'. The projections of the 
asymptotes make an angle β' with O'P', where 

= 5 ? $ £ τ ϊ - « « - · « · - » · 
From Eqs. (4) and (7), pq = cot 0, and therefore tan 2 β' = Μ2 — 1. Now, 
the sine of the Mach angle a (Sec. 5.2) is l/M, so that 

(10) tan 2 β' = M2 — 1 = cot 2 a, 0' = 90° - a. 

On a surface with hyperbolic points, the lines which at each point have 
the direction of the asymptotes of the indicatrix are called the asymptotic 
lines of the surface; these lines are indicated in Fig. 38. Equation (10) thus 

Ρ 

(a) 

On. 

(b) 

FIG. 39. Principal centers of curvature Κι and K2 for hyperbolic point. Projection 
of an asymptotic direction on pressure hill. 
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shows that the asymptotic lines on the pressure hill are projected onto the 
lines in the hodograph plane making the angle ± ( 9 0 ° — a) with the direc­
tion of q. 

I t will be shown later (Sec. 16.6) that, in any steady plane irrotational 
flow, the hodograph transformation maps the Mach lines (Sec. 5.2) of the 
physical plane into curves in the hodograph plane which meet the rays 
through 0 ' at the angles d= (90° — a). Thus, the result expressed by Eq. (10) 
can also be stated as follows: The Mach lines of a steady plane irrotational 
flow of an elastic fluid are mapped into curves in the hodograph plane which 
are the projections of the asymptotic lines on the pressure hill. This result was 
first given by L. Prandtl and A. Busemann.2 4 

3. Case of polytropic (p,p)-relation 

The relation between ρ and q (or between ρ and q or Τ and q) is particu­
larly simple if the (p} p)-relation has the polytropic form 

For given κ—and we shall usually take κ = 7, where y is the adiabatic 
exponent (Sec. 1.5)—Eq. (11) depends on one parameter: the value of the 
constant. As seen in Sec. 1, the function ρ of q depends, once the (p, p)-
relation is given, on the value of the parameter p8. Therefore, the function 
ρ of q involves the two independent parameters p8 and p8. Actually it turns 
out that, if the (p, p)-relation is given by Eq. (11), and in this case alone, 
these parameters appear as scale factors only, i.e., for the dimensionless 
variables p/p8 or p/p8 (rather than ρ or p) in terms of the Mach number Μ 
(rather than q), a single function is to be computed for each variable. 

On carrying out the integration indicated in Eq. (2) , or using the value 
of Ρ from (2.22c) with p0 = ρβ, we find 

(11) — = constant = — · 

(12) 

On the other hand, differentiation of Eq. (11) yields 

dp 2 ρ η κ-\ Ρ* (ρ \κ 

— = α = κ — ρ = κ — I — ) 
dp ρ8

κ ρ8 \ρ8/ 

Dividing (12) by (13), we get 

(14) 

or, solving for p/pa in Eq. (14), 

(15) 
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(18) a8 = κ*- = a ( J = a τ~· 

W e note that the equality between the first and last members of (18) is 
consistent with the result a = KgRT following from the definitions of a 
and of a perfect gas. Then Eqs. (18) and (15) give 

(19) 
2 2 / \(κ-1)/κ / Λ \ - l 

« = M * a - = M2 (£-) = M2 ( K - ^ M 2 + 1) . 
as

2 as
2 \Ps/ \ 2 / 

Next, from Eqs. (19) and (16), the flow intensity pq satisfies 

/ ι \-(«+l)/2(«-l) 
(20) ^L = M ( K - ^ M 2 + l) 

psas \ Δ J 

and the so-called dynamic pressure pq2/2 is given by 

(21) _̂_ = Μ 2 ( ^ Μ 2 + 1) 
psas

z \ Δ / 

If we denote the values of all quantities at a sonic point, Μ = 1, by the 
subscript t, Eqs. (15) to (17) and (19) to (21) give the relations 

(22) 
and 

2 /- - I - I\-U+D/2(K-1) 2 2 ^ (κ + l \ 
2* = α* K + ι7 P i ff< = P e f l e \~2— / 

( 2 3 ) , , U + ι V " ( " - » 

P#T =  p8a8 1 — - — 1 

I t was seen in Sec. 1 that ptqt is the maximum value of pq. 

From Eqs. (11) and (15) we obtain also 

/ ^ V / * / ι \-i/U-n 

and finally, from the equation of state (1.6), assuming the fluid to be a 
perfect gas, 

(π) £ = &  = ( ^ μ 2 + 1 y i . 
I s psp \ 2 / 

Equations (15), (16), and (17) express the result mentioned at the end of 
the preceding paragraph. 

In expressing the velocity q in dimensionless form, we take as scale factor 
the stagnation value a8 of the sound velocity; by means of Eqs. (13), (15), 
and (17), as is given by 
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The maximum velocity qm , corresponding to ρ = 0, may be deter­
mined from Eqs. (12) and (18): 

(24) qm
£ = 
2 2K ps 

κ — 1 p., κ — 1 

For all κ > 1 the maximum value qm is finite. All the preceding equations 
hold also in the isothermal case, κ = 1, if limits are taken as κ -> 1; in 
particular, qm is then infinite for all values of the parameters p8 and ps. 

Combining Eq. (24) and the first equation (23), we derive the impor­
tant relation 

(25) qm = 7 qt · 
κ — I 

I t can be verified, from Eqs. (15) or (19), that for ρ = 0, q = qm , the Mach 
number is infinite if κ > 1. From (17) the corresponding temperature Tm 

is seen to be zero, from which it is clear that the limit q = qm can never be 
reached in an actual flow. 

I t is to be emphasized, again, that all formulas derived in this section are 
valid for: 

(a) Steady flow along a single streamline (stream tube) if Eq. (11) 
holds at all points of the streamline; 

(b) Steady irrotational flow in one, two, or three dimensions, if Eq. 
(11) holds throughout the fluid. 

4. Adiabatic (irrotational) airflow 

Dry air can be considered as approximating to a diatomic perfect gas, 
for which the theoretical value of the adiabatic exponent y = cp/cv is 
7/5 = 1.4. Experiments lead to a slightly higher value, not above 1.405. 
The choice of one of these values rather than the other makes little differ­
ence in the results obtained, in view of the fact that the whole theory is 
approximate. For example, the ratio of the pressures at sonic and stag­
nation points, given by (22), is 

-7/(7-D = 0.5283 for y = 1.400, 
= 0.5274 for τ = 1-405. 

21 = h + Λ" 
Ps V 2 J 

For the sake of simplicity, all numerical data in this book concerning 
adiabatic airflow will be based on the assumption that the value of κ in the 
preceding formulas is 1.4. In particular, this means that the ratio of the 
areas of the two circles Cm and Ct in the hodograph plane, using Eq. (25), 
is (1.4 + 1)/(1.4 — 1) = 6, while the corresponding velocity ratios, from 
Eqs. (25) and (24), are 

(26) q - = V 6 = 2.45, q - = V 5 = 2.24, * = \ / \ = 0.91. 
qt as α3 V Ό 
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ρ Ρ Τ q pq ptqt 
F I G . 40. — , - , —-, — , — , — versus Mach number. Use scale at right for 

ρβ ρ, 1, qm ptqt pq 

last curve. 

In Fig. 40, the ratios ρ/ρ8, P/P«, T/Ta, and q/qm are plotted against the 
Mach number M, with the use of Eqs. (15) to (17) and (19). A further 
curve represents the ratio ptqt/pq, which may be computed from Eq. (20) 
and the second equation (23) as 

„ 1 / 1 9 \ U + L ) / 2 ( « - L ) 

(27) £ « ' * ( ! L Z _ 1 * « + 2 \ 
pq M \ K + 1 κ + 1/ 

Since cross sectional area is inversely proportional to flow intensity, the 
ratio (27) is also that of the cross section at any point of the stream tube 
to the cross section at a sonic point, i.e., to the minimum cross section 
of the tube. The remaining curve shows the flow intensity pq/ptqt, which 
has its maximum value a t M = 1. Numerical values for the first five func­
tions are given in the Table on the following page (Table I ) . 

The (p,g)-relation of Fig. 36 may now be graphed exactly, since the 
(p,p)-relation is given explicitly in Eq. (11), and this curve is given in Fig. 
41. The formula expressing this relation is 2 5 

This formula was obtained previously, in the particular case of purely radial 
flow, as Eq. (7.23'). Except for scale factors, this curve represents the 
meridian of the pressure hill for all values of the parameters pa and pe , 2 6 
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T A B L E I 

DEPENDENCE OF F L O W VARIABLES ON M A C H N U M B E R Μ FOR ADIABATIC A IRFLOW 

J P/Pa P/Pa T/Ta Q/Qm ptqt/pq 

0 00 1 0 1 0 1 0 0.0 OO 

0 01 0 99993 0 99995 0 99998 0.00447 57.874 
0 02 0 99972 0 99980 0 99992 0.00894 28.942 
0 03 0 99937 0 99955 0 99982 0.01342 19.300 
0 04 0 99888 0 99920 0 99968 0.01789 14.481 
0 05 0 99825 0 99875 0 99950 0.02236 11.591 
0 1 0 99303 0 99502 0 99800 0.04468 5.8218 
0 2 0 97250 0 98028 0 99206 0.08909 2.9635 
0 4 0 89561 0 92427 0 96899 0.17609 1.5901 
0 6 0 78400 0 84045 0 93284 0.25916 1.1882 
0 8 0 65602 0 73999 0 88652 0.33686 1.0382 
1 0 0 52828 0 63394 0 83333 0.40825 1.0 
1 2 0 41238 0 53114 0 77640 0.47287 1.0304 
1 5 0 27240 0 39498 0 68966 0.55709 1.1762 
2 0 0 12780 0 23005 0 55556 0.66667 1.6875 
3 0 0 02722 0 07623 0 35714 0.80178 4.2346 
4 0 0 00659 0 02766 0 23810 0.87287 10.719 
6 0 0 000633 0 00519 0 12195 0.93704 53.180 
8 0 0 000102 0 00141 0 07246 0.96309 190.11 

10 0 0 0000236 0 000493 0 04762 0.97590 535.94 
15 0 — — 0 02173 0.98907 3755.2 
20 0 — — 0 01235 0.99381 15377 
25 0 — — 0 00794 0.99602 46305 

Ρ 

M-0 

q 

F I G . 41. ρ versus q for adiabatic airflow. 
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Article 9 

Theory of Characteristics 

1. Introduction 

In order to explain the concept of characteristics of partial differential 
equations, to the extent that is needed in the theory of compressible fluid 
flow, we start with a preliminary examination of the relatively simple case 
of steady potential flow in two dimensions. I t has been seen (Sec. 7.5) that 
in this case the potential function Φ(χ,ν) must satisfy the second-order 
partial differential equation 

( i - ? i ) f t - 2 ^/ l L + ( i-^)ft = ()-
\ a2 / dx2 a1 dx dy \ a2 J dy2 

Here qx and qy are the first partial derivatives of Φ with respect to χ and y 
respectively, and a2 the square of the sound velocity; a2 can also be ex­
pressed in terms of first-order derivatives of Φ, e.g., by Eq. (7.17) in the 
case of a poly tropic (p,p) -relation. Equation (1) therefore falls within the 
general class of equations of the form 

(2) A * - ?  +  2B-* -*- +  C * - ?  =  F , 
dx1 dx dy dy2 

where A, B, C, and F are functions of Φ and its first-order derivatives, and 
possibly also of χ and y27 Now we ask: Of what significance is the fact that 
Φ satisfies an equation of type (2)? 

Suppose that the values of Φ and βΦ/dx are known for all points of a 
certain straight line parallel to the ?/-axis, say χ = x0 . These values then 
determine for all points of the line χ = x0 , all derivatives with respect to y 
of both these quantities, in particular βΦ/dy, d%/dx dy, and d%/dy2. The 
only second-order derivative of Φ not determined on χ = x0 by the given 
values is d%/dx2, and this derivative can be computed from Eq. (2), in the 
form 

(2') — = - — θ ' φ _ C d ^ +
 F 

dx2 A dx dy A dy2 A' 

whenever A is different from zero. The given values also determine Φ, 
except for terms of higher order, on any nearby parallel line, say χ = χΛ = 
Xo + dx: 

(3) Φ(χι ,y) = Φ(χ 0,2/) + — (xo ,y) dx ; 
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and we can even obtain 

dx (χι ,y) | Φ (xo ,y) + ^-f (xo ,y) dx, 
dx dx1 

provided the coefficient of dx can be determined by Eq. (2 ' ) . Thus, if A 
does not vanish anywhere on χ = x0 , the data can be extended to the 
line χ = xi . Then one can proceed to compute the values of the derivatives 
with respect to y on χ = χι and, if A does not vanish on χ = χι , the values 
of d2$/dx2 on χ = xi and the values of Φ and dΦ/dx on χ = x2 = X\ + dx. 
Thus, so long as A is different from zero, one can carry out an approximate 
integration of the differential equation in the half-plane χ ^ x0 (and, of 
course, in the same way in the other half-plane), and the smaller the incre­
ment dx the better the approximation. I t may be noted that the transition 
from (.T0 ,2/0) to (xo + dx, y0) does not require a knowledge of the values on 
the entire line but only on a small interval of this line containing 
the point ( x 0 ,2/0), or even on an arc of some curve tangent to χ = x0 at 
(xo , 2 /o ) . 

For the particular case of Eq. (1) we have 

(4) A = 1 - ^ . 

Now, if the motion under consideration is subsonic (q < a), then a fortiori 
qx

2/a2 < 1 and A remains positive everywhere. In this case no difficulty 
can arise in extending the solution. The situation is different in a region of 
supersonic flow (q > a). In this case it can happen that qx , the x-compo-
nent of q, has exactly the value of the local sound velocity a. A t such a 
point P, the angle a between the ?/-direction, and the velocity vector q 
(Fig. 42) satisfies 

(5) SIN a 
qx _ a _ 1 
~q ~ q ~ TV 

thus a is the Mach angle defined in Sec. 5.2, and the ?/-direction coincides 

F IG . 42. ^/-direction as characteristic direction. 
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with one of the Mach directions at P. I t appears that the integration process 
cannot be extended across an element dy if the angle between dy and q is 
the Mach angle. 

Since the x- and ^-directions in (1) are entirely arbitrary, this means 
that the process of step-by-step integration fails whenever one must cross a 
line element which makes the angle a with the velocity vector, i.e., whenever 
the component qv normal to the line element is a. The curves which cross 
streamlines at the angle a have been called Mach lines (Sec. 5.4); through 
each point Ρ pass two Mach lines C + and C~ (Fig. 43), with qv = a along 
each line. The significance of the Mach lines in connection with the differ­
ential equation (1) may now be seen. Even if Φ is known everywhere in the 
region R between C+ and C~, the differential equation leads to no informa­
tion about the values of Φ on the other sides of the Mach lines. If a solution 
of Eq. (1) can be found in the region R' with the same values of ΘΦ/dx and 
ΘΦ/dy on C + as the solution in R, then the two solutions combined deter­
mine a flow pattern in R + Rf with continuous velocity (and pressure) 
values, which satisfies the differential equation everywhere, even on the 

F IG . 43. Characteristics as separation lines. 

F IG . 44. Two different solutions patched together along straight characteristic. 
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boundary line C + . (If, e.g., the line element on C+ is dy, then the possibly 
discontinuous quantity θ2Φ/θχ2 occurs with coefficient A = 0.) These two 
solutions can be quite different analytically, in the sense that there is no 
Taylor series which converges to the combined solution in any region which 
is partly in R and partly in R'. For example, it can happen that a uniform 
parallel flow changes into a curvilinear flow along a Mach line (which in 
this case must be a straight line, as shown in Fig. 44). Such a change is 
not possible in subsonic flow; there the solutions are everywhere analytic, 
and there are no curves beyond which a solution cannot be extended. 

Curves (or surfaces, in the case of more dimensions) 'along which analy­
tically different solutions of a differential equation or a system of such equa­
tions can be patched together (with certain restrictions following from the 
equations themselves) are called characteristics of the equation or system. 
Insofar as the preceding argument is accepted as rigorous, it has been 
shown that the Mach lines are characteristics of the two-dimensional po­
tential equation (1) . 

2. General theory28 

In most branches of physics the mathematical problem can be formu­
lated as follows: A set of k unknowns U\ , u2, · · · , uk , which are functions 
of η independent variables Χι , x2, · · · , xn , is subject to k first-order differ­
ential equations which are linear in the derivatives duK/dxy. Since the co­
efficients may depend on the unknowns uK, as well as on the independent 
variables, the differential equations are, in general, nonlinear. W e shall use 
the term planar to indicate that they are nevertheless linear in the deriva­
tives. In the case of fluid flow, there are k = 5 unknowns: qx , qy , qz , 
p, and p; and η = 4 independent variables: x, y, z, and /; the system of 
equations consists of Newton's equation ( I ) , the equation of continuity 
( I I ) , and the specifying equation ( I I I ) . 

An expression of the form 

du , du . . du 
ai- H  a2 -  H  ·  · ·  +  an — 

dxi dx2 dxn 

can always be considered as the (η-dimensional) scalar product of a vector 
a, with components a\ , · · · , an , and the vector grad u, which also has η 
components du/dxy. Since there are k unknowns uK and k equations, it 
requires k2 n-dimensional vectors a l ( t , where both L and κ run from 1 to k, 
to express the system of planar differential equations in the form 

k 

(6) Σ a„-grad uK = b, (t = 1, 2, · · · , k). 

Writing the system in vector form has the advantage of its being inde-
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pendent of the choice of coordinate axes. In discussing any particular 
physical fact in connection with Eqs. (6), one may choose the coordinate 
axes so as to make the components of the vectors describing the situation 
as simple as possible.27 

The fc gradients have nk components. Suppose that for some choice of 
the axes, the components of the gradients are known in η — 1 of the 
coordinate directions at P, i.e., (n — l)fc values are given arbitrarily; then 
the k equations (6) serve, in general, to determine the remaining k com­
ponents, in the direction normal to the "p lane" of the η — 1 given direc­
tions at P. In the case η = 3, there are given 2k gradient components, 
parallel to some plane (a plane in the usual sense of the word), and Eqs. (6) 
serve to compute the remaining fc components. I t can happen, however, 
that for some plane Ε and (n — l)k given components of grad uK parallel 
to E, Eqs. (6) fail to determine the remaining k components. A necessary 
and sufficient condition for this is that the determinant of coefficients of 
these k components in Eqs. (6) vanishes or, what is equivalent, that there 
exists a linear combination of the Eqs. (6) that does not contain any of 
these components. A plane Ε for which this happens will be termed excep­
tional for the system (6) at P. Our problem is to find at each point which 
planes, if any, are exceptional, or, equivalently, to find the direction of the 
normal λ to any such exceptional plane. 

We consider the linear combination of the equations of the system (6) 
obtained by multiplying by factors c*i , « 2 , respectively and 
summing: 

(7) 

or 

(7') 

where 

(8) 

k k k 

Σ « ι Σ a l (c*grad uK = Σ <*A > 

ι = 1 κ=1 i = l 

k 

Σ A K*grad uK = B, 
k 

A< = Σ U = ι, · · ·, fc), 

1 = 1 

i = l 

Equation (7') is a necessary consequence of (6) and must be satisfied by 
solutions uK of (6) for arbitrary choices of the factors aL . The left-hand 
member of Eq. (7') is a sum of scalar products, each of the form Α*· grad uK, 
with AK a linear combination of the vectors a l (C , ι = 1, · · · , / < ; ; each 
scalar product is also equal to the product of AK by the component of 
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grad uK in the direction of A* . Suppose that for some choice of the factors 
at (not all zero) the vectors AK are all parallel to a common plane E; then 
this plane is surely exceptional since there exists a linear combination of 
Eqs. (6) that does not contain gradient components normal to E. For this 
same reason the (n — l)k gradient components parallel to Ε are not arbi­
trary since there exists a linear relation between them. Now if the vectors 
AK are parallel to some plane Ε and if λ is the normal to E, then λ satisfies 

(9) λ · Α ι = 0, λ · Α 2 = 0, λ · Α * = 0. 

When the AK are replaced by the expressions from (8), we obtain from 
Eqs. (9) k linear homogeneous equations to be satisfied by the k factors 

(90 

<*i(^«an) + α 2 ( λ · Ε 2 ι ) + 

«i(^«ai2) + α 2 ( λ ^ 2 2 ) + 

+ ak(X*8ikl) = 0, 

+ a*(*«a* 2 ) = 0, 

Oii(X»Siik) + a 2^«a 2fc) + · · · + ak(X»a.kk) = 0. 

A nontrivial solution « ι , · · · , a*- of these equations exists if the deter­
minant of coefficients vanishes, i.e., if 

(10) 

Χ·2ίη λ ^ ι 2 

λ · a2i λ · a22 

λ-ajfci λ - a ^ 

λ-au 

λ -a^ 

^•akk 

Eq. (10) is therefore a sufficient condition that λ be normal to an ex­
ceptional plane; by reversing the steps in the proof it is easily verified that 
Eq. (10) is also a necessary condition on λ. 

To write the determinant (10) one has simply to arrange the original k 
equations (6) in such a way that the terms involving U\ form the first col­
umn, the terms with u2 the second, etc., and to replace each ^-derivative 
by λ] , each ^-derivative by λ 2 , etc. If, using the so-called summation 
convention, we write the Eqs. (6) as 

(6') αίΚ 

duK , 

the determinant equation (10) reads 

do ' ) αίΚμλμ II = 0 
μ = 1, 

ι, κ = 1, 

The fact that condition (10) is necessary, can also be seen as follows. We 
will show that if λ does not satisfy Eq. (10), then λ cannot be the normal 
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to an exceptional plane. Thus suppose λ is such that the determinant in (10) 
does not vanish, and that λ has length 1. Take the xi-axis parallel to λ ; 
then λ has components (1,0, · · · ,0 ) and the elements of the determinant in 
(10) are the xi-components of the k2 vectors a « . If the components of the 
k gradients are given in the plane normal to λ, the unknowns in Eqs. (6) 
are the ^-components of the gradients, viz., dui/dxi, du^/dxi, · · · , dUk/dxi. 
Then (6) is a system of k linear equations for the k unknowns dUi/dxi whose 
determinant consists of the avcomponents of the vectors a « and does not 
vanish, by hypothesis. Thus it is possible to compute the unknown com­
ponents from the given ones, which means, we recall, that the plane normal 
to λ is not exceptional. 

If Eq. (10) is expressed in terms of the components of λ, the result is a 
homogeneous algebraic equation of degree k in these components, with 
coefficients depending on the coefficients of the given equations at P. Thus 
the endpoints of the vectors λ satisfying condition (10) lie on a " cone " of 
order k in η-space with vertex at P. The cone need not be real and may be 
degenerate, but in general Eq. (10) defines a cone of directions at P. Each 
plane through Ρ normal to a direction λ is exceptional, and any (real) sur­
face tangent to such a plane at each of its points is a characteristic surface, 
according to the definition given at the end of Sec. I . 3 0 

3. Compatibility relations 

W e have not quite completed the basic theory. Equation (10) defines the 
exceptional directions λ*. When such a direction λ = λ * has been found, we 
have still to determine the previously mentioned combinations (7' ) 
of the original equations, where the a* are such that all A? are parallel to 
one and the same exceptional "p lane" E* which is perpendicular to λ* . 
In other words, once a λ* with components λ? , \* , · · · , λ£ has been found 
as a solution of (10)—a generator of the cone mentioned above—we must 
substitute these λ? , λ * , · · · , λ ί in (9') and determine a corresponding set 
of multipliers < * ? , « ? , · · · , < * ? ; the set of vectors A? , A? , · · · , A f defined 
by (8) and formed with these a? is then parallel to the exceptional plane 
E*, and substitution of these A* into (7') yields the desired combination: 

k k 

(11) Σ Α.* grad uK = Σ affe. = B*. 

On the left side of (11) there are only differentiations in directions 
A* , i.e. parallel to E* and perpendicular to λ* . W e call (11) a com­
patibility relation. This name is justified by the fact that (11) restricts 
the arbitrariness of the derivatives of the uK "along £"*", or parallel to E*. 
In the particular case η = 2, an exceptional plane Ε is simply a line of char­
acteristic direction (since η — 1 = 1) and differentiation along Ε be-
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comes the well-known directional differentiation. Corresponding to one X* 
there may be more than one compatibility relation, i.e., combinations of 
the original equations which do not contain any differentiation in the λ * -
direction. (See Sec. 6.) 

Thus we can state that with respect to any λ * the original set of k equa­
tions can be so combined as to split into two parts: one part, consisting of 
r equations (k — r being the rank of the coefficient matrix in (9') for λ = λ * ) , 
includes derivatives of the uK only in directions perpendicular to λ* . These 
equations are the compatibility relations. Each of the additional (k — r) 
equations, forming the other part, includes at least one derivative of an 
unknown in the λ * ^ ΐ Γ β ^ ί ο η . 3 1 

These rather brief indications must suffice. They will become more con­
crete when we consider various examples in the next sections and, particu­
larly, the case of general fluid motion where η = 4, k = 5 in Sec. 6. In Art. 10 
the case η = k = 2 will be dealt with in detail, and we shall see that even 
in this case the general and detailed discussion of the compatibility rela­
tions (Sec. 10.2) is not too simple. In Chapters I I I , IV , and V we shall deal 
with the problems of nonsteady parallel flow and steady plane flow respec­
tively. In both cases the basic equations present comparatively simple ex­
amples of the Eqs. (10.1). As far as the compatibility relations are concerned, 
the main simplification consists in the fact that the right sides of the basic 
equations are zero. 

4. First examples 

Suppose that a function Φ(χ,ν) is subject to a second-order differential 
equation of the form (2) where A, B, C, and F depend on x, y, 
ΘΦ/θχ, ΘΦ/dy, but not explicitly on Φ. T o express this problem in the form 
of system (6), we take the first derivatives of Φ as unknowns: 

Then Eq. (2) and the condition that U\ and u2 are derivatives of the same 
function may be written as 

ΘΦ 

(12) 

+ B 
idUi du2\ 

\dy dx) 

dUi du2 

~dy ~dx 

* If the coefficients A,B,C, and F also depend on Φ, a third equation, ΘΦ/dx = ux , 
is added to Eqp. (12) so as to form a system of three planar equations for u\ , w2 , and Φ. 
The characteristics are still given by (13). 
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Here k = η = 2. When this system is put in the form (6), the four vectors 
a t K are 

a m (A,B) a 1 2 : (S,C) 

a 2 i : (0,1) a 2 2 : ( - 1 , 0 ) . 

Thus, condition (10), determining λ, becomes 

A\i + Βλ2 + CX21 

λ 2 — λι 
(13) =  - [ Α Λ Ί 2  +  2£λιλ 2 + CX2

2] = 0. 

In this two-dimensional case, the "cone" of directions at Ρ consists of two 
directions λ in the x,y-plane with components satisfying Eq. (13); the 
''exceptional planes'' are straight lines each normal to a λ and in the 
z,2/-plane and the "surface elements'' normal to these directions λ are ele­
ments of arc. Now λ2/λι , determined from (13), gives the slopes of the 
two λ-directions; hence the slopes of the two characteristic directions are 
given by 

(130 - r = τ [Β ± VB* - AC]. 

λ 2 Λ 

For the particular case of steady potential flow, governed by Eq. (1) , 

the coefficients A, B, and C may be given explicitly. Choosing the x-axis 

parallel to q at P, we have A = 1 — Μ2, Β = 0, C = 1; then 

where a is the Mach angle. Thus, if Μ < 1, no real characteristic directions 
exist; for Μ ^ 1, the characteristic directions are the Mach directions at 
P, so that the characteristic lines turn out to be the Mach lines. Moreover, 
since there are no other solutions of Eq. (13), the Mach lines are the only 
characteristic lines in the case of steady plane potential flow, and, more 
generally, of Eq. (7.43). 

Let us now consider the compatibility relations corresponding to Eqs. 
(12). Call φ the angle a characteristic direction makes with the ar-axis. Then 
Eq. (13) shows that there are two values of φ which we denote by φ+ and 
φ~. WithXi = — sin</>, λ 2 = cos φ, Eq. (13) gives A sin2 φ — 2^βίηφ cos φ + 
C cos2 φ = 0, or 

C 
2B - A tan φ - = 0. 

tan φ 

Denote by d/θσ differentiation along a characteristic. Then, multiplying 
the first Eq. (12) by cos φ, the second by A sin φ — Β cos φ (these being 
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appropriate multipliers aL), adding, and using the above relation, we obtain 
immediately 

(14) A ^ + C cot φ — 2 = F cos φ 
da da 

as the desired compatibility relation. I t consists of two equations, one for 
φ+ and da+, the other for φ" and da~, or, in other words, one along each 
characteristic. 

Equation (14) allows a useful modification: from the above quadratic 
equation for tan φ it is seen that 

_ C 

tan φ+ tan φ = —. 

Hence the two equations contained in (14) can be written 

(14') A (jg + tan ^ = F cos φ*. 

In differential form, and using the abbreviation dx = cos φ da, we obtain 

(14" ) duf + tan φ* dut = γ dot 

as the required compatibility relation. 
If our equations have come from one of the flow problems governed by 

Eq. (7.43) we know that the characteristic curves are the Mach lines so 
that 

φ + = 0 + a , φ~ = θ - a, 

where θ is the angle between the x-axis and the flow direction and a the 
Mach angle. In Eq. (7.43) with ν = 0 for plane potential flow we have 
F = 0 and (14 r) reduces to 

This relation between the derivatives of the dependent variables along the 
characteristics, may be compared to (dy/dx)* = tan φ*. 

For (7.43), with ν = 1, qx = Ui , qy = ih , F = —u2a/y, and A = 
a — U\ we obtain with φ* = 0 ± α : 

2 

(16) dwf + tan (θ =F a) duf = — R R dx±. 
y(a2 - Mi 2 ) 
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This equation simplifies if polar variables g, 0 are used, since a. is a function 
of q alone. Introducing into (16) 

du\ = dq cos 0 — άθ q sin 0, du2 = dq sin 0 + dd q cos 0, 

we obtain after some simple manipulation 

dq ΊΛ sin a sin 0 dx , ~+ 
— — 2 d0 = ——-—- — , along a G , 
q tan α cos (Θ + a) y 

(17) . 
da , ΊΛ sin a sin 0 dx Λ ~ 

+ a0 = j- r — , along a C . g tan a cos (0 — a) y 9 

These relations, as well as Eqs. (15), will be better understood after the 
study of Sees. 10.6,7. If the same polar variables are introduced into (15) 
rather than (16) we obtain Eqs. (17) with their right sides replaced by zeros 
(see Sec. 16.3). 

5. Further examples 

Some caution is needed in considering the three-dimensional problem of 
steady potential flow. Suppose the differential equation for Φ is of the form 

(18) Alpi + Atpa + A , ^ * + 2 B l ^ - + 2 B ^ + 2B3^- = 0, 
dx2 dy2 dz2 dy dz dz dx dx dy 

where, as before, the coefficients do not depend on Φ itself. If the first-order 
derivatives of Φ are taken as the unknowns U\, u2, Uz, then η = k = 3, 
and Eq. (18) may be replaced by the system of three equations 

Αιψ + Α,ψ+Α,ψ+Βι\ 
dx dy dz 

idUz du2\ 
\dy + dz) 

dui _ dUz _  Q  du2 _  dU\ _ ^ 
~dz dx ~ ' daT ~dy ~~ 

As above, the additional equations result from the condition that the 
unknowns are derivatives of the same function Φ. This condition can also 
be expressed by curl u = 0; in (19) only the y- and z-components of this 
last equation are written. The x-component, namely 

(19') Ρ ~ ψ = 0, 
dy dz 

is not a consequence of the other two. In fact, from the vanishing of the y-
and 2-eomponents of curl u we can conclude that the z-component is inde­
pendent of x, but not that it vanishes entirely. [That (curl u)* = du^/dy — 
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du2/dz is independent of χ is seen by straightforward differentiation with 
respect to χ and then substitution from the last two of Eqs. (19) to show 
that d(curl u) z/dx vanishes.] Thus the problem is not completely stated by 
Eqs. (19), and eventually we shall have to take into account Eq. (19' ) also. 
Let us first determine the characteristic surfaces of the system (19). 

For this set of equations, the components of the coefficient vectors a u are 

t = 1: (4i , Β,, B2), (£ 3 , A2, BO, (ft , B1, 4,); 

L = 2: (0, 0, 1), (0, 0, 0 ) , ( - 1 , 0 , 0 ) ; 

I = 3: ( 0 , - 1 , 0 ) , (1, 0, 0 ) , (0, 0, 0 ) . 

Thus the λ-equation (10) becomes 

A{\i + Β 3 λ 2 + Β 2 λ 3 Β 3 λι + Α2λ2 + Βχλ 3 Β2λχ + Βιλ2 + Α 3 λ 3 

(20) 0 - λ ι 

- λ 2 

= λι[Αιλι 2 + Α2\2 + Λ 3 λ 3
2 + 2£ιλ 2 λ 3 + 2Β 2 λ 3 λι + 2Β 3 λιλ 2 ] = 0. 

The expression in square brackets determines a cone of second order; again 
at a particular point Ρ the cone may be real, possibly degenerate, or 
imaginary, depending upon the values of the coefficients Ai and B t at P. 
In particular, if we consider the case of steady three-dimensional potential 
flow, i.e., Eq. (7.14) with d/dt = 0, and choose the x-direction parallel to 
q at P, the coefficients in (19) are Ai = 1 — M2, A2 = Az = 1, Bx = 
B2 = B 3 = 0. Then the cone is given by 

(21) (Μ2 - 1)λ! 2 - λ 2
2 - λ 3

2 = 0. 

This represents a cone of revolution about the x-axis, with semi vertex angle 
a satisfying 

tan a = ^λ*\+ ^ = ^W^l = cot a, 

the angle (and cone) being real only for Μ = 1. Thus a characteristic sur­
face, normal to λ at P, makes the Mach angle a with the x-axis, or direc­
tion of q, and is tangent to the Mach cone at P, as defined in Sec. 5.2. 3 2 

We see that Eq. (20) has the additional solution λι = 0 for all points P, 
so that any plane parallel to the x-axis is exceptional for the system (19). 
These planes are, however, not exceptional for the original Eq. (18), as 
follows from considering Eq. (19') in addition to (19). Take, for instance, 
the x,2-plane, and try to compute the derivatives with respect to y from 
the known x- and ̂ -derivatives. This cannot be done from (19) alone since 
the second of these equations does not involve any of the unknowns 
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dui/dy, bu^/dy, duz/dy. From (19'), however, duz/dy is obtained at once, 
and then dui/dy and du2/dy are determined by the first and last of Eqs. 
(19). Since the ^-derivatives can be determined, the #,z-plane is not excep­
tional.* Thus, the cone (21) includes in fact all exceptional directions.! 

As a further example, let us briefly consider one-dimensional nonsteady 
motion; the potential in this case satisfies Eq. (7.24), which is of the type 
(2) in the independent variables χ and t. Here A = a — q2, Β = 
— q, C = — 1 , so that Eq. (13') gives 

(22) _ ^ = - ^ V ^ = _ ^ = _ L _ 
λ 2 α 2 — q* q ± a qx db a 

for the slope of the characteristic directions in the :r,£-plane. The char­
acteristic lines make with the /-axis an angle whose tangent is qx ± a. 
This result plays an important role in the theory of one-dimensional mo­
tion (see Chapter I I I ) , where the compatibility relations will be taken up 
for Eq. (7.24), or Eq. (7.43') with ν = 0. The compatibility relations corre­
sponding to this latter equation with ν = 0, 1, 2 may be derived directly 
from Eq. (14") . This is left as an exercise for the reader. The characteristics 
are, in appropriate variables, the same for all three cases. 

6. General case of fluid motion 

In considering the general differential equations of nonsteady nonpo-
tential flow in three dimensions at a point P, we again take the ζ-axis in the 
direction of q. Then the particle derivative d/dt of (1.4) is expressed by 
d/dt + q d/dx. We use Eq. ( I ) of Art. 1, the equation of motion for an 
inviscid fluid, but neglect gravitational forces.3 4 A somewhat more general 
case than that of an elastic fluid may be included by supposing the exist­
ence of a function S(p,p) (such as entropy), which has a constant value 
for each particle, although not necessarily the same constant everywhere, 
as in the case of an elastic fluid. The specifying condition is then dS/dt = 0. 
As pointed out in Sec. 5.2, the local sound velocity a can still be defined, 
using 

«*> - i - -STI-
* If in (19) we had used the x- and ^-components of curl u = 0, the factor Xa 

would have appeared in the analogue of (20), rather than the factor λι , and 
similar conclusions would apply. 

t If the general argument of Sec. 2 is applied to a single second-order planar differ­
ential equation for Φ{χ\ ,x2 , · · · , xn), it is seen that the λ-equation is immediately 
obtained by replacing each factor β^Φ/βχ^ dxK in the original equation by \ t \ K . This 
can be proved in exactly the same way as Eq. (20) is derived from Eq. (18). Actually 
the theory of characteristics for second-order equations can be arrived at directly by 
means of a reasoning analogous to that of Sec. 1, and the result here explained is then 
obtained. 3 3 
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Then 

(24) 
d§> _ dS dp as dp _ dS dp ^_ 
dt dp dt dp dt dp Ldt dt _ 

[dp 2 dpi 
Idt dty 

so that, when dS/dp is different from zero, the specifying condition may be 
expressed by setting the bracket in (24) equal to zero, with d/dt ex­
panded as above. Then the system of five partial differential equations in 
the five unknowns qx , qy , qz , p, and ρ is 

dqx . dq. 
dx + _ + 1JJR 

dt ρ dx 

dx dt + 
ldp 
Ρ dy 

0, 

= 0, 

(25) 
dq1 + dqz+l_dp = 

dx dt ρ dz 

dqx 

dx 

dp , dp 
* dx dt 

dq, 
dz 

+ + 1 dp 
ρ dx ρ dt 

= 0, 

4 s + i ) - f t 

This is a system of the form (6), with k = 5, η = 4. There are A*2 = 
25 vector coefficients at )C , each having four components (in the directions 
x, yy z, and f), though many of these vanish because of the choice of the 
coordinate axes. For example, the components of an are the coefficients of 
the derivatives of qx in the first equation: q, 0, 0, 1. For a i 2 , a i 3 , and a i 5 , 
the components are all zero, since derivatives of the unknowns qy , qz , and 
ρ do not appear in the first equation, while a J 4 has components 1/p, 0, 0, 0. 
The entries in the first line of the λ-determinant are the scalar products of 
these vectors with λ = (λι , λ 2 , λ 3 , λ 4 ) , namely, q\\ + λ 4 , 0, 0, λι/ρ, 0. The 
remaining terms can be found similarly, and the equation for λ is 

(20) 

+ λ 4 0 0 λι/ρ 0 

0 ?λι + λ 4 0 λ 2/ρ 0 

0 0 q\i + λ 4 WP 0 

λ! λ 2 0 (q\i + λ 4 )/ρ 

0 0 0 <?λι + λ 4 — a(q\i + λ 4 ) 

Ρ 
+ λ 4 ) 2 - a\\r2 + λ 2

2 + λ 8
2 ) ] 
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There are two types of characteristics, corresponding to the two factors 
in Eq. (26). Before discussing the general case, let us consider the particular 
case of steady motion, when the ^-component λ 4 drops out. The second 
factor in Eq. (26) then supplies 

(27) a2[(M2 - 1)λ! 2 - λ 2
2 - λ 3

2 ] = 0, 

and the corresponding characteristic surfaces are again tangent to the Mach 
cones (for Μ ^ 1, of course). The first factor supplies λχ3 = 0, so that any 
plane passing through the x-axis (or velocity direction) is exceptional. I t 
follows that, in the general case of steady motion under the specifying 
condition dS/dt = 0, all surfaces composed of streamlines are also characteris­
tics. These stream surfaces are real characteristics even for subsonic flow 
whenever the flow is not assumed to be irrotational, and in fact even in 
rotational incompressible flow. For this case, however, the system (25) 
must be modified, but the formula corresponding to (26) is 

- ( ^ 1 + λ 4 ) 2 ( λ 1
2 + λ 2

2 + λ32) = 0, 
ρ 

so that the same factor is present.3 5 

In the case of a nonsteady flow, the second factor in (26) represents 
a "cone" of second-order in £,i/,2,£-space. This "cone" intersects the 
£,i/,z-space in the cone given by Eq. (27). For the intersection with the 
x,£-plane—i.e., when λ 2 and λ 3 drop out—the bracket reduces to 

XiV - α2) + 2αλ!λ4 + λ 4
2 , 

and this last expression equated to zero leads to the same two directions 
in the ζ,Ζ-plane as in the one-dimensional nonsteady case: Eq. (22), with 
λ 4 in place of λ 2 . The first factor in Eq. (26) leads to the surfaces in the 
z,2/,z,£-space consisting of the world lines of the particles (see Sec. 1.2).36 

Thus all surfaces composed of world lines are characteristic. (See also Sec. 
15.2). 

I t is seen that the Mach cone keeps its role as the envelope of exceptional 
planes irrespective of whether or not the flow is irrotational. 3 7 

Consider finally the compatibility relations, remembering in particular 
the end of Sec. 3. Firstly, corresponding to the triple root, i.e., to the first 
factor in Eq. (26), there are r = 3 compatibility relations.38 They consist 
of the specifying equation, the last of Eqs. (25), and two components of 
the Newton equation which are perpendicular to the λ-direction. 

With respect to the second factor in Eq. (26) there is, for each direction 
of the cone, one compatibility relation. Consider first the steady case: 
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Eq. (27) supplies (Μ2 - 1)λ? 2 - λ 2* 2 - λ? 2 = 0, where the λ? are only 
determined up to a common factor. 

Next compute the a? , a* , · · · , < * ? from (9 ' ) . Omitting for the mo­
ment the * in a and λ, we have the equations 

aiq\i + α 4λι = 0, 

«2<7λι + &4\2 = 0, 

«3<Ζλι + «4λ 3 = 0, 

αιλι + ΟΊΟΛ2 + «3X3 + «βρ^λι = 0, 

«4^λι — othapq\\ = 0. 

First we note that λι = λ? ?± 0 since λ * is perpendicular to a direction that 
makes the Mach angle a 5^ 0 with the flow direction, which is here the 
x-direction. Hence the first and last of these equations give 

2 
2 a\ a ρ 

a\ = a pa5 , a\ = = «5 

Q q 

independent of λ. Further, we have 

« 4 λ2 (l p \2 

on — — — - = — — ab —, 
q λι q λι 

« 4 λ 3 α ρ λ 3 

« 3 = — — Γ - = — «6 7 - · 

q λι q λι 
Since the α are likewise determined up to a common factor only, we choose 
a 6 = — 1/ap and obtain, again using stars, 

/oo\ * 1 * 1 λ * * 1 λ * Λ . 1 
(28) α ι = M , a2 = a, = _ _ « . = - a , « , = - -

We now choose λ? = 1/M and have 

(29) λ 2* 2 + \? = 1 - 1/M2, or λ? 8 + λ 2* 2 + λ? 2 = 1, 

thus making λ * a unit vector. Using λ? = l/ilf, Eqs. (28) simplify to 

TOQ'\ * 1 * λ * * λ * * * _ 1 
l^o J « ι = T7, Qf2 = λ 2 , α 3 = λ 3 , «4 = —α, «6 — , 

Μ αρ 

where (29) holds. Note that the fourth of the equations for the at has not 
been used; it is seen that it reduces identically to (29) if the values of (28') 
are introduced. 
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These a* determine a compatibility relation. Using Eqs. (25) and (28') 
we find according to (11): 

(30) ι . . ( | + 1 ^ , ) - ( . Λ , , + Ι * ) _ ο 

or, using λ * · ς = a: 

(30') λ * · ( § _ q div q + - g r ad p - i q f ) = 0. 

\at p pa* at / 
Here λ * may be any one of the single infinity of unit vectors perpendicular 
to the tangent planes of the Mach cone. 

In the general, i.e., nonsteady case, the compatibility condition is quite 
similar to Eq. (30), except that λ * must now be a vector which makes the 
second factor of Eq. (26) vanish. 

Article 10 

The Characteristics in the Case of Two Independent Variables 

Ί . Characteristic directions 

In many problems of aerodynamics the number of independent variables 
reduces to two: η = 2. Almost all that is known at present about com­
pressible fluid flow refers to such cases. Examples (some of which will be 
treated in more detail in later chapters) include: (a) plane steady flow, in 
which the independent variables are χ and y (Chapters IV, V ) ; (b) non-
steady parallel flow, variables χ and t (Chapter I I I ) ; (c) nonsteady radial 
flow, variables r and t; and (d) steady axially symmetric flow, variables r 
and 2, where r is the distance from the axis of symmetry and ζ is measured 
parallel to the axis, as in cylindrical coordinates. In all these cases the char­
acteristics are curves in the plane of the independent variables, as was seen in 
Art. 9. A study of these curves will be of great use in the task of integrating 
the differential equations. 

If the specifying equation is a (p,p)-relation and if, in examples (a) and 
(d) , the motion is further assumed to be irrotational, then the number of 
unknowns is also two: k = 2. In (b) and (c) the unknowns are ρ (or p) and 
a velocity component; in cases (a) and (d) two velocity components may 
be taken as the unknowns, since we have seen (Art. 8) that in a steady ir­
rotational flow ρ (or ρ or a 2 ) may be expressed as a function of the mag­
nitude of the velocity vector. 



10.1 C H A R A C T E R I S T I C D I R E C T I O N S 117 

If we let x\ = x , x 2 = y for the independent variables, and U\ — u , u 2 = ν 
for the dependent variables, the system ( 9 . 6 ) of planar differential equations 
can be written out as 

du . du . dv . dv 
ai — + a2 — + α3 τ - + «4 — = α, 

dx dy dx dy 
(1) 

, du . , du . , dv , , dv , 
oi — + o2 — + 6 3 — + 64 — = b, 

θ # θ 1/ d x di/ 

where the vectors of Eq. ( 9 . 6 ) are an = (a\ ,a 2 ) , ai 2 = (a^,a4), a2i = (bi ,62), 
a 2 2 = (63,64). All the coefficients and the right-hand members are, in gen­
eral, functions of x , y, u , and i>;39 in the case of a linear problem the α; and 
bi depend on χ and y only, while a and 6 are linear functions of u and vy 

with coefficients depending on x y y , if indeed they depend on u and t> at all. 
Next we consider the vector X (Sec. 9.2) which is normal to a characteris­

tic direction; the components λι and λ 2 of λ in the x - and ^/-directions are 
determined by Eq. (9 .10) , which here becomes 

(2) 
λιαι + λ 2 α 2 λια 3 + \2a4 

\ibi + \2b2 λι&3 + \2b4 

= 0. 

Since the normal directions are in the same plane as the characteristic 
directions, this condition may be so expressed as to determine the charac­
teristic directions themselves, rather than the normals to these directions. 
If φ is the angle between the x-axis and a characteristic direction, then the 
slope of the characteristic at any point is 

-f- = tan φ = . 
dx λ 2 

If we take X of length 1 and suitably directed, we may write λι = — sin φ, 
λ 2 = cos φ, and Eq. (2) becomes 

0 = 
(20 

a2 cos φ — αϊ sin φ α4 cos φ — α3 sin φ Ι 

b2 cos φ — bi sin φ b4 cos φ — 6 3 sin φ | 

= Δ24 cos2 φ — ( Δ Μ + Δ23) cos φ sin φ + Δ ι 3 sin2 φ, 

where Δα- is used as an abbreviation for aibk — aAi . All three coefficients 
of this quadratic equation vanish in the following two cases: (a) if the left-
hand member of one of the equations (1) is a multiple of the left-hand mem­
ber of the other; (b) if the derivatives of u and ν appear only as linear 
combinations μ du/dx + ν dv/dx and μ du/dy + ν dv/dy. We assume that 
neither of these occurs for any set of values^, y, u and ν considered. 
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In all other cases*, Eq. (2') has two, one, or no real solutions for tan φ; 
the system (1) is then called hyperbolic, parabolic, or elliptic, respectively. 
Thus, for example, we saw in Sec. 9.3 that the equations governing steady 
potential flow in two dimensions are elliptic in a subsonic region, parabolic 
on a sonic line, and hyperbolic in a supersonic region. When the a, and 
bi are independent of u and v, the coefficients of (2' ) depend only on χ 
and y and it is possible to state that the system (1) is hyperbolic in a 
certain region of the x,i/-plane. In this case the two roots tan φ = dy/dx 
of Eq. (2') are functions of χ and y alone. By integration of the resulting 
ordinary differential equations, the two sets of characteristics can be found 
independently of u and v, thus, in the case of linear equations in two dimen­
sions the characteristics form a network of curves determined once and for all, 
before any boundary conditions are given to single out a particular solution u, v. 

In the general case, however, where the coefficients a t and 6. are func­
tions of u and ν also, the system may be described as hyperbolic or elliptic 
at a point only in connection with a particular solution u, ν of the system. 
Here the characteristics are different for different solutions u, ν and must 
be determined progressively along with the solutions themselves, which 
depend on the boundary conditions. Actual use of the characteristics will 
be made only in a hyperbolic region and at its boundary, which is parabolic. 

As a simple example, consider the case of a small perturbation of a fluid 
at rest, discussed in Sec. 4.2. The equations corresponding to (1) are Eqs. 
(4.5), where u and ν are qx and p, while χ and t stand for χ and y\ in the 
present notation these equations are given by 

fo\ du dv du 2 dv 
(3) po — + — = 0, po — + a 0 — = 0. 

dx dy dy dx 

Here all coefficients are constants: a\ = po, a4 = 1, b2 = po, bz = ao2, 
θ2 = a 3 = bi = bi = 0. Eq. (2') therefore reads 

—po cos 2 φ + ροαο2 sin2 φ = 0, tan φ = db —. 
Oo 

The differential equations 

dy _ 1 dy _ 1 
dx ao1 dx oV 

are satisfied by y = x/oo + constant and y = — X/OQ + constant, respec­
tively, so that the characteristics consist of two sets of parallel straight 

* Δ24 = 0 and Δη — 0 imply that there are linear combinations of equations (1) 
with left-hand sides μι du/dx + PI dv/dx and μ 2 du/dy -f- vi dv/dy, respectively. If in 
addition ΔΜ + Δ23 = 0, then μιν2 — μιν\ = 0. From this it follows that (a) and (b) 
are the only exceptional cases. 
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lines meeting the x-axis at angles arc cot do and arc cot (—do) respectively. 
If, however, the one-dimensional flow were not treated as a small pertur­
bation, i.e., with terms of higher order neglected, the constant po in (3) 
would be replaced by ρ = ν, and other terms would be added. Then the 
left-hand members of (3) would be nonlinear, and the characteristics would 
change with the boundary conditions to which the flow is subjected. 

2. Compatibility relations 

From the discussion in Sec. 9.3, it follows that there is for each character­
istic a suitable linear combination (9.11) of the left-hand members of the 
system (1) , involving only the components of grad u and grad ν parallel to 
that characteristic, that is, du/da and dv/da, if d/da means differentiation 
in that characteristic direction. W e called the equation so derived, which 
links the changes of u and ν along a characteristic, the compatibility relation. 

The compatibility relation in the present case, where η = k = 2, will 
now be derived directly and discussed in some detail. W e first introduce the 
abbreviations Αι, A2, Βι, and B2 for the four elements of the determinant 
in (2 ' ) , so that Eq. (2') becomes AiB2 — A2Bi = 0. Then, with the aid 
of the relation (2' ) between tan φ and the A t /s occurring there, it can be 
seen by direct computation that the following identities hold: 

Δ12 , 

Δ 3 4, 

Δ 3 2 + Δ13 tan φ 

Δι 4 + Δ42 cot φ = Κ, 

Δ Μ + Δ 3 ι tan φ 

Δ 3 2 + Δ24 cot φ = L. 

Equations (4c) and (4d) are definitions of Κ and L. 
If the first and second of Eqs. (1) are multiplied by Bi and Ax (or B2 and 

A2) respectively, and subtracted, the results, in view of the identities (4) 
are 

(5) A12p + Kf- = Βια-Αφ, + Au
d^ = Βχι - A2b, 

da da da da 

where for Κ and L either one of the expressions in Eqs. (4c) and (4d) may 
be taken. 4 0 In general, any one of the four alternatives can be used as the 

(4a) 

(4b) 

(4c) 

aiBi — biA\ αιΒι — 62Λ.1 
cos φ sin φ 

CL3B2 — bzA2 aj$2 — 64^2 
cos φ sin φ 

αζΒι — bzAi _ CLABI — bAAi 
cos φ sin φ 

(4d) 

a\B2 — b\A2 aiB2 — b2A2 

cos φ sin φ 
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compatibility relation since they are equivalent. In certain special cases, 
however, some of the alternatives may fail. For example, if in (1) all co­
efficients except αϊ and 64 vanish, the only nonvanishing Δ is A i 4 = αι6 4 , 
and it follows from Eq. (2') that the characteristic directions are φ = 0° 
and φ = 90°. For φ = 0° the second expression for Κ and the same for L 
become indefinite (0· o o ) . If the alternative expressions for Κ and L are 
used, the first Eq. (5) has only zero terms, but the second gives Δ Χ 4 du/θσ = 
B2a = bAa or a\ du/βσ = a, which is identical with the first Eq. (1). 
Hence one of the given equations is the compatibility relation in this case. 
In all cases in which Eq. (2') has two distinct real solutions, at least one of 
the four alternative forms of (5) supplies the compatibility relation. 

W e may now return to the compatibility relations derived in Sec. 9.4 for 
particular equations and check the results obtained against the present 
theory. 

3. Two important theorems 

We are now in a position to formulate, for the hyperbolic case, two prin­
cipal theorems concerning the existence and the uniqueness of solutions of 
the system (1) which satisfy certain boundary (or initial) conditions. The 
real characteristic curves, which first appeared as curves across which a 
solution could not be extended by means of the system (1), can now be used 
as curves along which a solution can be extended by means of the com­
patibility relations (5) . 

Theorem A. Let the values of u and ν be given along a curve A Β in the 
x,y-plane (see Fig. 45a), in such a way that at no point does the direction 
of A Β coincide with either of the two characteristic directions determined 
by x, y, u, and ν (Cauchy's problem). Then a solution, assuming the given 
values at the points of AB, exists in the neighborhood of AB on both sides, 
lying within a region bounded (partly) by the four curves ACi, ADi , BC2 

C 

D 
(b ) 

II 

(a) (b) 
FIG. 45. Illustration of the Cauchy problem. 
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and BD2 that are characteristics for this solution. As far out as the solution 
exists, that is, at most in a characteristic quadrangle ACBD (Fig. 45a), it 
is uniquely determined by the given values on AB. In the linear case (see 
Sec. 4) the existence (and the uniqueness) of the solution can be proved in 
the whole characteristic quadrangle ACBD, whose boundaries are known 
independently of the given values of u and v.il 

To understand this theorem let us consider on the curve A Β two points 
Pi and Ρ 2 an infinitesimal distance apart. Since at each point of A Β there 
exist two characteristic directions σ+ and σ~ that are distinct from each 
other and from the direction of the tangent to AB, it follows that a straight 
line of direction σ~ through P i and another line of direction σ+ through P 2 

must have an intersection P' at a distance from A Β of the same order of 
magnitude as P1P2 . W e shall see howr u' and v', the values of u and υ at 
P' , can be computed by using the compatibility relation (5 ) . 4 2 

Neglecting terms of higher order one can substitute in (5) for the dif­
ferential quotient du/θσ the quotient (uf — U\)/(PiPf) when the transition 
from P i to P' is considered, and the quotient (uf — u2)/(P2P') for the 
transition from P 2 to P' and similarly for dv/da. Using the first form of (5) 
and the third member of (4c) for K, one gets for u' and v' the two linear 
relations 

Δ 1 2 ( η ' - ux) + ( Δ 3 2 + Δ , β ί α η φ " ) (υ' - ν,) = (Βγα - A1b)(P1P'), 

( 5 ) Al2(u' - u2) + ( Δ 3 2 + Δ 1 3 tan φ+) (υ' - ν2) = (Β,α - Αφ)(Ρ2Ρ'), 

with the determinant Δι 2 Δι 3 (tan φ+ — tan φ - ) . Here all coefficients are to 
be evaluated at the same point, say P i . Without loss of generality it may 
be assumed that both φ-values are different from 0° and 90° at P i . Then 
according to (2 ' ) , Δ Χ 3 and Δ 2 4 are not zero, and also the factor (tan φ + — 
tan φ~) in the expression for the determinant has a finite value. Thus, in 
the case Δ Χ 2 ^ 0, the system (5') can be solved for u' and v'. The same 
argument holds in the case Δ 3 4 ^ 0 if the second form of the compatibility 
relation (5) is used. Finally, if Ai2 = Δ ? 4 = 0, it is seen from Eq. (2') that 
one value of tan φ, say tan φ + , equals a2/a\ = b2/bi and the other equals 
α4/α3 = 6 4/6 3. Then, using once the first and once the second form of (5) , 
one finds the equations 

(u' - ux)L = (B2a - A2b)(PxP'), (υ' - v2)K = (B,a - A,b)(P2Pf), 

where 

Κ = Δΐ3 (tan φ~ — tan φ + ) , L = Δ 2 4 (cot φ + — cot φ~), 

which can also be solved for u' and v'. 
If the whole arc A Β is subdivided (Fig. 45b) into η small segments by a 

sequence of points P i , P 2 , · · · , one can find, in the manner just described, 
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FOR EAC H COUPL E Ρ » , P,+i A  NE W POINT Ρ,· AN D THE VALUES O F u AN D ν A T THIS 
POINT. THES E POINTS MAY B E JOINE D T O FOR M A  NE W CURV E A'B', WHER E AA' 
{BB') HA S THE DIRECTION O F ONE O F THE CHARACTERISTICS PASSING THROUGH A (B). 
STARTING FRO M TH E CROS S CURVE A'B' AN D TH E u,v-VALUES COMPUTE D FO R ITS 
POINTS P', ON E CAN CONTINUE IN TH E SAME WAY AND OBTAIN A  NE W CROS S CURV E 
Ar,B", ETC . TH E PROCEDUR E STOP S AUTOMATICALLY WHE N A  POIN T I S REACHE D 
WHERE A  CHARACTERISTIC DIRECTION COINCIDES WITH TH E DIRECTION O F THE RESPEC ­
TIVE CROS S CURVE. I F AL L FUNCTIONS INVOLVED AN D THEI R DERIVATIVES AR E CON­
TINUOUS, THIS CA N HAPPE N ONLY A T A  FINITE DISTANCE FRO M AB. U P T O THIS DIS ­
TANCE A  NETWORK O F CHARACTERISTICS WITH ON E SE T O F DIAGONAL CURVE S SUC H A S 
Α'Β', A"Bn\ ·  ·  ·  ,  TOGETHE R WIT H TH E VALUES O F u AN D ν A T EAC H CROSSIN G 
POINT, CA N B E DEVELOPED. 

IF A S η —* oo AL L DISTANCES P,P t+i TEN D T O ZERO , TH E VALUES O F u AN D ν 
TEND T O SOLUTIONS O F TH E GIVE N SYSTE M (1 ) I N A  CERTAI N NEIGHBORHOOD O F 
AB (O F THE TYP E DESCRIBE D I N TH E THEOREM), SATISFYING THE GIVEN BOUNDARY 
CONDITIONS O N AB. I N SUC H A  NEIGHBORHOOD EXISTENC E (AN D UNIQUENESS) O F 
THE SOLUTION IS GUARANTEED. IF , I N ADDITION, THE EXISTENCE O F A  REGULAR BOUNDED 
SOLUTION I S ASSURE D BEYON D THIS NEIGHBORHOOD oi AB, OU R PROCEDUR E (PRO ­
VIDED I T DOE S NOT BREA K DOWN) WIL L FURNISH A N APPROXIMATION T O THIS SOLU ­
TION. TH E ACCURAC Y O F THE PROCEDUR E WILL INCREAS E IF , A S η GET S LARGER , AL L 
THE DISTANCES Ρ»Ρ»+ι AR E MADE SMALLER. 48  O N TH E OTHE R HAND, EVE N I F TH E 
MECHANICS O F OU R METHOD DOE S NOT MEE T AN Y OBSTACLE , W E CANNOT B E SUR E 
THAT THE APPROXIMATION CONVERGES T O A  SOLUTION I N THE REGIO N COVERE D UNLES S 
WE KNOW FRO M ELSEWHER E THAT SUC H A  SOLUTION EXISTS. 44 

THE CONSTRUCTION CAN B E EXTENDE D T O THE OTHE R SID E O F AB B Y INTERCHANG­
ING TH E ROLE S O F σ+ AN D σ~. TH E SPECIA L CIRCUMSTANCES PREVAILING I N TH E 
CASE O F LINEAR EQUATIONS WILL B E DISCUSSE D IN THE FOLLOWING SECTIONS . 

Theorem B. SUPPOS E TW O ARC S A Β AN D A C I N TH E £,2/-PLANE AN D TH E 
VALUES O F u AN D ν ALONG THE M AR E GIVE N IN SUC H A  WAY THAT A T EAC H POINT O F 
AB (AC) TH E DIRECTION O F TH E CURVE COINCIDES WITH THE σ + (σ~) CHARACTERISTIC 
DIRECTION DETERMINED B Y x, y, u, AN D ν AN D THAT, LIKEWIS E A T EAC H POINT, 
u, v, AN D THEI R DERIVATIVES SATISF Y TH E APPROPRIATE COMPATIBILITY RELATION. 
Then a solution, assuming the given values along A Β and AC, exists in a 
neighborhood of the point A in a region bounded by segments ΑΒι, ACi of 
the characteristics AB, AC and the two other characteristics through Bi and C\ 
respectively. A S FA R OUT AS THE SOLUTION EXISTS—THAT IS , A T MOS T I N A  CHARAC­
TERISTIC QUADRANGLE ACDB—IT I S UNIQUELY DETERMINED B Y TH E GIVEN VALUES 
ALONG AB AN D AC. (SE E FIG . 46) . NOT E THAT I F A  CURV E I S GIVEN I N TH E FOR M 
y = y(x) AN D TH E VALUES O F u AN D ν AR E GIVEN B Y u = u(x) AN D ν = v(x), 
ONLY ON E O F THE THREE FUNCTIONS MAY B E ASSUMED ARBITRARILY. I N FACT , I F TH E 
CURVE IS T O B E A  CHARACTERISTIC, THE SLOP E O F THE CURVE MUST B E A  GIVEN FUNC ­
TION O F x, y, u, AN D ν ACCORDING T O (2') , AN D A  SECON D RELATIO N BETWEE N 
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the three functions is the compatibility relation. In the linear case, y(x) by 
itself is determined by a differential equation, namely Eq. (2 ' ) , and thus 
either w or y can be chosen, the other variable being determined by the 
compatibility relation. 4 5 

W e again show how an approximate solution can be built up from the 
given "compatible" values of u and ν along AB and AC (compatible with 
each other and with the curves). Let P iP 2 and PiP 3 (Fig. 46) be two in­
finitesimal elements in the characteristic directions. If u and ν are known 
at Ρ2 and P 3 , then the same argument as for theorem A shows that the 
values of u and ν at the point P 4 (intersection of a σ+ through P 2 and σ~ 
through P 3 ) can be computed. The point P 4 combined with a subsequent 
point on AB, represents the same situation and allows us to compute u and 
ν at a subsequent point on the characteristic A'B', etc. Thus, at most in a 
whole quadrangle determined by AB and AC, the network of characteris­
tics can be constructed and for each cross point the values of u and ν can 
be computed. 

Often, the actual boundary problems occurring in fluid dynamics are 
more complicated than the cases envisaged in the two theorems above. A 
typical example is indicated in Fig. 47. Here the values of both variables, 
u and v, are prescribed along a noncharacteristic arc AB, exactly as in 
theorem A, but, in addition, either u or ν or a linear combination du + 
c2v is prescribed along lines AAi and ΒΒχ. In many cases the process ex­
plained above leads to a solution. 4 6 First, the values interior to ABC may 
be found as above, where AC and BC are the characteristics through A and 
Β respectively. Next, let Pi be a point of AC near A, and suppose that the 
other characteristic segment through Pi meets AAiat P2. Then the values 
u2 and v2 at P 2 satisfy the compatibility relation along P\P2 ; and this 
equation, together with the value of cxu + c2v prescribed at P 2 , is sufficient 
to determine u2 and v2. Next, one computes the values of u and ν at P 4 , 
from the two relations along the characteristic segments P 2 P 4 and P*P\, 
then at P 5 , etc., until the entire wedge adjacent to AA\ is filled up. 

F I G . 46. Illustration of the characteristic boundary-value problem. 
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A 
FIG . 47. Illustration of a more general boundary-value problem. 

Obviously this procedure fails if Λ Α ι or any part of it, or ΒΒι , lies inside 
the triangle ABC, or if the characteristic segments through Pi , through 
P 4 , etc., fail to meet ^4^4i. I t will be shown later that for quite simple 
and physically admissible boundary conditions of this kind, no solution 
exists (see Sees. 14.1 and 22.1). 

4. The linear case 

The two theorems A and Β of the preceding section have been dis­
cussed for the general case of a planar system (1). The step-by-step 
procedure outlined above can be considered as a method of approximate 
integration. A rigorous proof of the two theorems requires convergence 
considerations, which can be supplied in the case of A for a sufficiently small 
neighborhood of the arc A Β and in the case of Β for a sufficiently small neigh­
borhood of the point A. In the particular case that the equations (1) are 
linear differential equations, and not merely planar, an existence proof can 
be given for the region consisting of the whole characteristic quadrangle. 
For convenience we shall develop the argument for equations which are 
homogeneous also, i.e., linear differential equations in which the right-hand 
members are of the form a{x,y)u + β(χ,ν)ν, but it will easily be seen that 
this restriction is not necessary. 

If the left-hand members of Eqs. (1) are linear, i.e., if the at and hi do 
not depend on u and v, and if the system is hyperbolic, Eq. (2') determines 
the two values of tan φ as explicit functions of χ and y. These two ordinary 
differential equations, dy/dx = tan φ+ and dy/dx = tan φ~, can be inte­
grated, giving the equations of the two sets of characteristics in the form 

KXJ!J) = constant and g(x,!j) = constant, 
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which form a nonsingular curvilinear mesh, at least in a bounded region of 
regularity. 

Let ξ and η be new variables defined by 

(6) ξ = K*,y), ν = g(x,y). 

In terms of the new variables the system (1) is still linear, e.g., the coeffi­
cient of du/d£ in the first equation is a\ d£/dx + a2 βξ/dy, etc. The charac­
teristics of the transformed system in the ^,77-plane are the lines ξ = con­
stant and η = constant. The linear relation between the derivatives in a 
characteristic direction will, in this case, involve derivatives with respect 
to £ only or derivatives with respect to η only. These relations will therefore 
be of the form 

/_N , du . , dv , ,fdu.,tdv , / 
(7) 0 1 — + a 3 — = a , b2 — + 04 — = b , 

σξ σξ ση ση 

where the coefficients are functions of £ and η only. Since the equations (7) 
are merely suitable linear combinations of the equations (1), they will also 
be homogeneous in the same sense as equations (1) . The equations (7) may 
be further simplified by introducing new unknowns U and V, taking 

(8) U = a[u + αίν, V = b2u + b[v. 

Then Eqs. (7) transform into 

^ = a i U + a2Vy 

(9) ' 

^ = β,ϋ + A7, 
dV 

where αϊ , a2, βι , and β2 are known functions of £ and 77. Either U or V 
can be eliminated from this system. If we differentiate the first equation 
with respect to η, and substitute for dV/dη its value from the second equa­
tion and for V its value from the first equation, we obtain 

d2U Λ , 1 da2\dU , dU . 

+ on — h ^ dη d£ \ a2 dη / d£ dη \ a2 δη / 

I οίφι - αφ2 + - — ) U, 
\ ση α2 ση / 

if α2 does not vanish. If a2 = 0, the first equation (9) is already an equa­
tion for U, and U will also satisfy 

(10a) d2*^ = ^ dU _j_ da± ^ 
dη d£ dη δη 
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Similarly one can obtain a linear second-order partial differential equation 
of this type for V. 

Under the hypotheses of theorem A the values of u and ν are given along 
an arc AB in the x,y-pl&ne which is nowhere tangent to a characteristic. 
Under the transformation (6) the arc AB is mapped into an arc AB in the 
£,77-plane, which can never have a horizontal or vertical tangent (see Fig. 
48). The values of u and υ given on A Β are the values of u and ν on AB, 
and these determine the values of U and V along AB, by (8) . The 
values of U along AB determine the derivative of U in the direction tan­
gent to the curve, which, by hypothesis, is never the ξ-direetion; the first 
of Eqs. (9) gives dU/θξ along AB. From the derivatives in two different 
directions, the derivative in any direction can be found, and in particular 
dU/θη. Thus the problem of finding U may be stated as follows: U satisfies 
a differential equation of the form 

(11) £(U) m£%- + a % + b f . + cU-0, 
σξ ση σζ ση 

where a, b, and c are functions of ξ and η [not to be confused with the 
a, b in Eqs. (1)], and the values of U, dU/θξ, and dU/θη are given at all 
points of an arc AB which at no point has its tangent parallel to either of 
the axes. The problem is the same for V. The problem is solved if it can be 
shown how to find the value of U at a point C which has the same ab­
scissa as Β and the same ordinate as A (or vice versa). The rectangle 
ACBD in the £,TJ-plane corresponds to the curvilinear quadrangle ACBD 
in the x,y-p\&ne. I t then follows that U may be computed at any point Ρ 
interior to this rectangle, using the given data on an appropriate segment 
of AB. 

The solution of this problem was given in 1860 by Bernhard Riemann, 
who laid the foundation for the analytic theory of supersonic flow. 

F IG . 48. Cauchy problem in characteristic plane. 



10.5 R I E M A N N ' S S O L U T I O N 127 

5. Riemann's solution47 

The solution given by Riemann for Eq. (11), subject to the conditions 
given along AB, is based on the use of a second function Ω(£,?7), which 
satisfies another differential equation, the so-called adjoint equation, namely, 

(12) Ξ βίΠΓν ' α θϊ - bTv + (c ~ * ~ 6η) Ω - °' 
where α, 6, and c are the same as in Eq. (11). I t may be noted that the 
adjoint of (12) is exactly (11). 

For any two differentiable functions t/(£,*?) and Ώ(ξ,η) we consider the 
following expressions: 

(13) 
' - s s W W - K s - * ) -

Differentiating these expressions, adding and subtracting the product cUil. 
and collecting terms, we find that 

σξ ση 

where £(U) has been written for the left-hand member of Eq. (11) and 
9ΪΙ(Ω) for the left-hand member of Eq. (12). Now if U satisfies (11) and 
Ω satisfies (12), the right-hand member of Eq. (14) vanishes. Let a 
curve G bound an area A in the £,rj-plane in which both equations are 
satisfied. If Stokes' Theorem (Sec. 6.1) is applied to this area for the vec­
tor ( - F , X , 0 ) , we find 

(15) ' f & d , - Y d & = / / ( f + ^ ) < M = 0 

with the line integral taken around 6. The same result can be obtained by 
specializing the Divergence Theorem (2.27) to two dimensions and ap­
plying it to the vector (X,Y). 

This formula (15) will be applied to the circuit ABC (Fig. 48). First, 
however, we shall prescribe boundary conditions for Ω, which so far is 
subject only to the differential equation (12). If (ξι ,ηι) are the coordinates 
of C, we shall require that 

(16) O(C) = Ofe, ih) . = 1, 

= 6Ω along AC. 

= αΩ along CE. 
θη 
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The function Ω depending on the four variables £, η, £ι, r?i, which satisfies 
Eqs. (12) and (16), is known as the Riemann function of the problem (11). 
I t depends only on the coefficients of the differential equation (11) and is 
independent of prescribed boundary data for U. I t may therefore be deter­
mined once and for all for a given equation £(U) = 0. On account of 
(16) the expressions for X and Y are considerably simpler on the straight 
line parts of 6; along CA, for example, we have Υ = £θ([/Ω)/θξ. For this 
same line, άη = 0 so that the part of the integral in (15) along CA is 

2 [A (-Y) άξ = Γ £ (UQ) dH = U(C) - U(A)V(A). 
Jc JA σξ 

Similarly, the part of the integral along EC is 

2 [° Χάη = Γ - (UQ) dv = U(C) - U(B)Q(E). 
JB JB θη 

When these values are inserted in (15) and the equation solved for U(C), 
there results 

(17) U(C) = I [U(A)U(A) + U(B)Q(B)] - Γ (Χ άη — Υ άξ)? 
Δ J Α 

where the last integral is a line integral along the curve AB. If the solution 
Ω of Eq. (12), under the boundary conditions (16), has been found, then 
formula (17) gives an expression for U, using the values of Ω and its 
derivatives as well as the prescribed values of U and its derivates along 
AB.49 Assuming the existence of Ω, it is possible (though lengthy) to verify 
that the formula (17) actually does satisfy Eq. (11) and takes the required 
values along AB. 

The proof is now complete except for the construction of the Riemann 
function Ω, corresponding to Eq. (11). The boundary conditions for Ω are 
relatively simple. 5 0 In some simple cases Ω can be given explicitly, and in 
general, Ω can be constructed by the method of successive approximations. 
In the same way the function V can also be found anywhere in the rec­
tangle ABCD. From U and V the solutions u and ν are found in terms 
of ξ and η, by means of (8) , everywhere in ABCD or, in terms of χ and y, 
everywhere in the quadrangle bounded by the characteristics through A 
and B. Thus Riemann's formula (17) leads to a complete proof of theo­
rem A [which establishes the existence and uniqueness of the solution of 
the system (1) in the characteristic quadrangle for given values of u and 
ν along AB] provided that the system (1) is linear. 
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6. Interchange of variables 

If the right-hand members of the two equations (1) are zero, a very 
efficient transformation may be applied, one which will be used extensively 
later on. The essential idea of the transformation is interchanging the roles 
of the dependent and independent variables. 

If two variables u and ν depend on two independent variables χ and y, 
e.g., by Eqs. (1) and appropriate boundary conditions, the relationship 
may be considered as a correspondence between a point P(xyy) in the 
x,?/-plane and a point Q(u,v) in the w,i>-plane. (See Fig. 49.) A displace­
ment of Ρ in the x,?/-plane causes a corresponding displacement of Q. The 
same relationship can be considered in reverse, as a correspondence be­
tween Q and P ; then χ and y are considered functions of u and v. Any 
function Φ of χ and y may equally well be considered a function of u and v. 
The differential of Φ, for corresponding displacements of Ρ and Q, may be 
written in the two forms 

dΦ dΦ dΦ dΦ 
(18) άΦ = — dx + — dy = — du + — dv. 

dx dy du dv 

In addition 

7 dx 7 , dx , 7 dy 7 , dy Ί 

dx — — du + — dv. dy = — du + — dv. 
du dv du dv 

Next, these expressions for dx and dy are substituted in (18), and two par­
ticular displacements, one with dv = 0 and the other with du = 0, are 
considered. We see that this leads to the equations 

(19) ^ ^X _|_ ^ 2̂/ — ^ dx dΦ dy _ dΦ 
dx du dy du du1 dx dv dy dv dv ' 

The pair of equations (19) can be solved for dΦ/dx and dΦ/dy whenever 
the determinant of coefficients 

j _ dx dy _ dx dy 
du dv dv du 

does not vanish, yielding 

(20) — = - (—^ = I f' 
dx J \du dv dv du/J dy J\ 

I t should be noted that J is independent of Φ. 
In the particular cases Φ = u and Φ = v, respectively, these solutions 

(20) lead to the formulas 

dΦ dx dΦ dx^ 
dv du du dv ) 
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(22) 

dy dx dy dx Λ 

αϊ α 2 - α 3 - — j - α 4 — = U, 
dv dv du du 

, dy , dx ι dy j. 7 dx 
bi- 02 o 3 — + o 4 — = 0 . 

dv dv du du 

This is again a planar system, with x,y as unknowns and u,v as independent 
variables. This interchange of variables in (1) is possible only if the right-
hand members of Eqs. (1) vanish. 

The importance of this transformation in fluid mechanics lies in the fact 
that in actual applications the coefficients a\, · · · , 64 in Eqs. (1) are often 
functions of u and ν only, and do not involve χ and y. These same coefficients 
occur in Eqs. (22), which is then a linear system in the new independent 
variables u and v. The advantages of this situation are obvious. 

In obtaining Eqs. (20) to (22) it was assumed that the determinant: 

(23) j = ^ i ^ - ^ ^ = 
dudv dv du d(u,v) 

was different from zero. 5 1 From (21) and (23) it follows also that: 

· _ dudv dudv _ d(u,v) _ 1 
^ dx dy dy dx d(x,y) J' 

The geometrical significance of these Jacobian determinants, or Jacobians, 
is well known: when Ρ is displaced so as to cover a rectangle of area dx dy, 
the corresponding point Q covers a curvilinear '"parallelogram" of area 
jdxdy; conversely, a rectangular area dudv about Q corresponds to an 
area J du dv about P. The case J — oo (i.e., j = 0) means that an area 
around Ρ is mapped into a single arc through Q, while if J vanishes, an area 
about Q corresponds to an arc at P. ( In either case the arc may degenerate 
to a single point.) In both cases, therefore, the transformation degenerates 
and the two systems (1) and (22) are no longer equivalent. The geometrical 
significance of these exceptional cases will be discussed in the following 
section, while the physical meaning of the transformation in general will 
appear later (e.g., Sec. 12.3). 

7. Geometrical interpretation 

When the correspondence between the x,i/-plane and the w,i;-plane is 
defined by differentiable functions u(x,y), v(x,y), or x(u,v), y(u,v), then 

, . du _ 1 dy du _ _]_dx <3y _ _ J _ θ|/ dv_ _ \^dx 
^ dx ~ Jdv1 dy ~ Tdv' dx" J du' ~dy~~ 7du' 

When these substitutions are made in Eqs. (1) for the case where the right-
hand members are zero, the factor 1 /J may be divided out, and we obtain 
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in the infinitesimal neighborhoods of a pair of corresponding points Ρ and 
Q the mapping can be considered a linear (affine) transformation: 

du = a n dx + a i2 dy dx = βη du + βΧ2 dv 
(25) or 

dv = a 2i dx + a 22 dy dy = β2Χ du + β22 dv. 

Here the coefficients a and β are, of course, partial derivatives: 

, . dw ax ax 

(26) α π = - , α 1 2 = - , • · · , £π = - , ft, = - , · · ·, 

and the determinant J of (23) becomes 

(27) J = ftife - Α Λ = « n « 2 2 — « ι 2 α 2 ι 

Either set a or β determines the other set, from the formulas (21). Thus, 
the specifying of a set of four independent parameters determines the affine 
transformation. The system (1) of two planar differential equations, which 
can now be written 

αι<2ιι + α2αΐ2 + α^α2ι + aAa22 = a, 
(28) 

bian + b2ai2 + 6 3a 2i + 6 4a 2 2 = 6, 

serves to reduce the number of independent parameters α by two ; i.e., the 
differential equations single out a subset of qo2 transformations from the 
set of o o 4 possible transformations. The equations (28) are therefore not suf­
ficient to determine completely the mapping of the neighborhood of Ρ onto 
the neighborhood of Q. ( I t is different in the case of one-dimensional prob­
lems, where there is only one parameter to be determined and one differential 
equation to determine it: du/dx = f(x,u) determines α in = a dx as 
a = /.) Two out of the four parameters can still be chosen. This may be 
done by supposing that two neighboring pairs of corresponding points 
P(x,y), Q(u,v) and P\(x\ ,2/1), Q\{u\ ,vi) are known (see Fig. 49); this is 
equivalent to supposing that for one special set of values dx\ , dyi (not 
both zero), the corresponding values du\ , dv\ are given, or 

(29) an dxi + a i2 dyi = dui , a 2 i dxi + a 2 2 dyi = dvx . 

Together, Eqs. (28) and (29) give four linear equations for the four parame­
ters a. One must then consider whether this system determines the parame­
ters in question. A unique solution is obtained if and only if the deter­
minant of coefficients is different from zero. Taking φ as the angle between 
the x-direction and Ρ Pi , we set dx\ = ds cos φ and dyi = ds sin φ. Then 
the determinant of coefficients of our system (28), (29), namely, 
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αϊ a 2 a 3 0,4 

bi b2 b 3 

dxi dyi 0 0 

0 0 dxi 

is exactly the right-hand member of Eq. (2 ' ) except for a factor — (ds) 2, 
with the a's and b's evaluated for the given values of the coordinates of 
P(x,y) and Q(u,v). 

Y ν 

o, of 

•u 
FIG . 49. Increments in corresponding planes. 

Thus, in the elliptic case, when Eq. (2 ' ) has no real roots, the equations 
(28) and (29) always determine the parameters a for arbitrary values of 
dux and dvi, i.e., PPi and QQi may be chosen arbitrarily. In the hyperbolic 
case, however, there are two characteristic directions through P , deter­
mined by Eq. (2 ' ) , for the given correspondence P , Q. If P P i is not one of 
these directions, the equations can be solved, as above, for arbitrary Qi . 
But if P P i is a characteristic, say a σ + , the four equations (28) and (29), 
whose determinant vanishes, are in general (i.e., for arbitrary right sides) 
not consistent. They will be consistent only for particular right sides 
such that the four equations become linearly dependent. In this case a 
definite relation must exist between dui and dth . I t is obvious that this 
relation must be the compatibility condition. To show it formally write in 
Eqs. (28) and (29), for brevity, X\ , x2, Xz, X\ instead of an , an , «21 , a 2 2 . 
Then, exactly as on p. 119, multiply the first Eq. (28) by Bi (with φ = φ + ) , 
the second by —ΑΛ, and add. In view of the identities (4a) and (4c) this 
gives immediately 

Δι2(χι cos φ + + x2 sin φ + ) + K(x3 cos φ + + x 4 sin φ + ) = Βλα — Aib. 

Then multiply the first Eq. (29) by Δ Χ 2 , the second by K, and add; the 
result is: 

Δι 2 (χι cos φ + + x2 sin φ + ) + K(x3 cos φ + + z 4 sin φ + ) = ^ Δ ι 2 + Κ. 

PI 
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These equations are consistent only if 

(30) f L A u + ± L K = B i a - A.b, 
da+ da+ 

and this is the first Eq. (5) for the σ + ^ ΐ Γ β ^ ί ο η . Hence, if PP\ has the σ + -
direction, Eq. (30) must hold for the increments dui and dvi of QQi, in 
order to make the equations consistent. In this case there exists a one-
parameter family of solutions aik . 

The geometric interpretation can be followed up further in the case 
where the right sides of the given equations vanish: a = b = 0. Then the 
condition (30) leads to 

/->i\ ± ι dvi Δ1 2 
( 3 1 ) t a n * = ^ = - X ' 

where ψ is the angle between the ^-direction and QQi . On using the second 
of the expressions in (4c) for K, Eq. (31) may be written 

(32) Δ 2 4 cot φ —  Δ1 2 cot φ = Δ η , 

where φ ± corresponds to ψ* (see Fig. 49). 
Furthermore, in this case (a = b = 0) the interchange of variables 

transforms (1) into the system (22), which may be written as 

αφη — αφη — αφ2ι + αφ22 = 0, 

Mil - &2&2 - &3&1 +  Μ 2 2 = 0, 

with the fiik as in (26). For this system the equation analogous to (2') is 

(33) Δ1 2 cos2 ψ + (Δι 4 — Δ 2 3 ) cos ψ sin φ + Δ 3 4 sin2 ψ = 0, 

which is satisfied by cot ψ as given in Eq. (32) whenever cot φ satisfies Eq. 
(2 ' ) . Therefore, if PP\ is a characteristic direction for the system (1), with 
a = b = 0, the equations (28) and (29) are consistent only when the corre­
sponding direction QQi is also characteristic for the transformed system; to 
each characteristic direction φ+ or φ~ in the x,?/-plane, there corresponds a 
definite characteristic direction, ψ+ or ψ~, in the ^,^-plane, given by (32). 
Thus we can state: A system of two planar equations between x,y and u,v 
with vanishing right sides determines for each pair of corresponding points 
P(x,y) and Q(u,v) a set of q o 2 affine transformations, each of which maps 
two directions φ+ and φ~ through Ρ into two directions ψ+ and ψ~ through Q. 
These two pair of directions (real only in the hyperbolic case) are the char­
acteristic directions of the system (1) and of the transformed system (22), 
respectively. 

The directions φ+ and φ~ are determined from Eq. (2') as soon as Ρ and Q 
are given; the directions ψ+ and ψ~ are then determined from Eq. (32). A 
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particular affine transformation can be singled out by giving the two quo­
tients QQi+/PPi+ and QQi~/PP{~, where P i + , P{~, Qi+ , and φ Γ are points 
on the corresponding characteristics. (That these quotients, and not the 
lengths themselves, fix the transformation follows from the fact that mul­
tiplying dx\, dyi , du\, and dvi by the same constant leaves Eqs. (29) 
unaltered.) The transformation is determined, except for a scale factor, by 
the ratio of these quotients. In particular, if the first quotient is zero, Eqs. 
(25) show that 1 /D must vanish [see Eq. (27)]; the area around Ρ is mapped 
into a segment of the line QQ2, at least if only first-order terms are con­
sidered. Thus, if D = oo (or D = 0 ) , the area around Ρ (or around Q) 
is mapped into a curve element in the other plane whose direction is one 
of the two characteristic directions in that plane. This phenomenon, known 
as that of the limit line of the x,i/-plane in the case D = 0, and that of 
the edge in the u,y-plane in the case D = oc , appears repeatedly in con­
nection with applications. A general discussion will be given in Art. 19. 



CHAPTER III 

O N E - D I M E N S I O N A L F L O W 

Article 11 

Steady Flow with Viscosity and Heat Conduction 

1. General equations for parallel nonsteady flow 

A one-dimensional, or parallel flow is one in which (a) the velocity 
vector q is always parallel to a fixed direction, and (b) all derivatives in 
directions perpendicular to this direction vanish. Taking the x-axis in the 
direction of motion, we have 

(1) Qx = u, qy = qz = 0, A = A = 0. 
dy dz 

In this case the divergence of q reduces to du/dx, and the equation of 
continuity (1 . I I ) becomes 

(2) A (Pu) + | = 0 . 
dx dt 

In Newton's equation (1.1), when gravity is omitted, only the first com­
ponent remains, giving 

du _ dp 
P d t ~ ~dx 

in the case of inviscid flow. 
In the more general case of a viscous fluid it is clear that for any volume 

element dx dy dz (Fig. 6) no shearing stresses due to viscosity (friction) can 
exist on the four faces parallel to the x-direction, since the particles ad­
jacent to those faces move along with the same speed. Consequently, all 

. shearing components vanish, and the only viscosity effect in the x-direction 
is the normal tensile stress σ'χ (positive when directed outward) on the two 
faces perpendicular to this direction. Thus the quantity ρ used in the in­
viscid case is to be replaced by ρ — σ'χ , leading to 

135 
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in agreement with Eq. (3.8). The relation of σζ to the velocity u will be 
discussed presently. 

As specifying condition we suppose that the motion is adiabatic except 
for heat conduction, i.e., simply adiabatic (see Sec. 1.5). The equation 
specifying simply adiabatic conditions, Eq. (3.23), was discussed at the 
end of Sec. 3.5; when Q' is replaced by the left-hand member of the en­
ergy equation (3.19), with gravity omitted, we have [see Eq. (3.24)] 

| ( | - + t 7 ) + ^ . i d i v f t g r a d „ 

in the general case of simply adiabatic flow, and 

!(£ + ϋ ) + ^ . ι έ ( . 0 ) 
in the one-dimensional case. Here w is defined by Eq. (2.5) and w' by Eq. 
(3.10); in the one-dimensional case these equations give 

w = ̂ , w' = _^, w+w' = d[u(*-d\ 
dx dx dx 

If we assume, further, that the fluid is a perfect gas, then the relations (1.6) 
and (1.9) hold: 

(5) ρ = gRpT and cv = °R 

y - Γ 

Then U [see Eq. (2.13)] is given by cvT = gRT/(y - 1). Thus the specify­
ing condition is 

Equations (2) through (5) are four equations for the four unknowns u, 
p, p, and T, provided that σχ is expressed in terms of these variables.1 The 
usual assumption, made in the Navier-Stokes theory, is that σχ is pro­
portional to the rate of expansion du/dx, as mentioned at the end of Sec. 3.1: 

\v) σχ = Mo — · 
dx 

Here μο is a function, presumed to be known, of some or all of the variables 
u, p, p, and T. The value 

Μ = f Mo, 

however, rather than μ0 itself, is usually called the (physical) viscosity, or 
coefficient of viscosity, for the following reason. 
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Under the assumption of one-dimensional flow, the y- and z- directions 
are interchangeable. Then a'y and σ'ζ must be equal, and the condition (3.7), 
σ'χ + <r'y + σ'ζ =  0, gives 

(7) — 2 ax 

Now consider an element of quadratic cross section dx = dy. Equilibrium 
considerations of the half-cell (Fig. 50) with cross section ABC require 

·σΜ' 

- • Χ 

FIG . 50. The viscous stresses on a rectangular fluid element in one-dimensional flow. 

that on the face represented by i C a shearing force must result in the 
direction AC of magnitude 

- (<r'v dx dz) + (σ'χ dy dz) = y | (σ* - σν) dx dz, 

and since the area of this diagonal surface element is (dx y/2) dz, the 
shearing stress is 

T — 2\σΧ ~ σν) — ϊσΧ ' 

On the other hand, the rate of shear η, i.e., the time rate of change of the 
angle CAD, where DA is perpendicular to A C in the x,y-p\&ne, is deter­
mined by the differences between the velocities at A, C, and D. Point C 
advances against A by (du/dx) dx units of length per second, and D is left 
behind by the same amount. Thus 

dx V = AC \ dx 

and, using (6), the ratio of shearing stress to rate of shear is |μ0 = μ. 
For its numerical value, see Sec. 5. 

2. Equations for steady motion 

The partial differential equations (2), (3), and (5) , in which the inde­
pendent variables are χ and t, become ordinary differential equations in χ 
when a state of steady motion, d/dt = 0, is considered. In the Euler rule 
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of differentiation, (1 .4), d/dt reduces to u{d/dx) and the three differential 
equations are now 

d ( \ η du . d(p — σ'χ) Λ 

" s ( i + , 4 i ' ) t > - " i - « - * 
here Κ represents the heat flux k(dT/dx). 

The first equation shows that the mass flux 

(9) m = pu, 

or rate of flow of mass across a unit cross section normal to the .τ-axis is a 
constant. Using this, the second equation gives 

(10) mu + ρ — σχ = constant = dm, 

say, and the third equation yields 

m (f + ^ΖΓΪ Τ)+<V - °z) ~ Κ = constant = dm, 

say. From (10) we have ρ — σ'χ = m(d — u), so that the last equation 
may be written 

(11) m ("I + γΖΓχ T ) " K = m ( C 2 " C i u ) ' 

Finally, ρ may be replaced in (10) by use of the equation of state (4 ) : 
ρ = gRpT = mgRT/u. When Eqs. (10) and (11) are solved for σ'χ = 
μ0 du/dx and Κ = k dT/dx respectively, there results 

Mo du . D Τ n 

- — = u + gR Ci, 
m dx u 

(12) 

m dx 2 7 — 1 

These are two simultaneous ordinary differential equations for u and T. 
The solutions of this system, depending upon the constants Ci, C2, and m 
already introduced, and upon two additional constants of integration, 
represent all possible patterns of one-dimensional steady flow of a perfect 
gas with viscosity and heat conduction.2 

I t is convenient to replace u and Τ by dimensionless variables ν and Θ; 
since d has the dimensions of velocity [see Eq. (10)] and C 2 the dimensions 
of velocity squared, we introduce 

. _C2 „ _ u2
 Λ _ gRT ρ 
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Then the system (12) takes the form 

= 2 r - V2v+Q 
m dx 

(14) 
1 k dO Ο 7 — 
-β - - τ - = 7 - « + V 2y - c. 
gRmdx y — 1 

The solutions v and θ of this system will depend on four arbitrary con­
stants: ra, c, and two constants of integration. Of these, m occurs in the 
equations only as a factor of dx and therefore in the general solution only 
as a factor of x, and one constant of integration can be absorbed by trans­
lating the origin χ = 0 (since Eqs. (14) are unchanged in form if, instead 
of χ, x' = χ + C is used as the independent variable). Thus, except for 
similarity transformations: x" = mx + C", the solution depends on only 
two parameters. 

Before discussing the general equations (14), we turn to a special case. 
3. Steady flow without heat conduction 

G. I . Taylor has shown3 that the system (14) can be integrated in closed 
form when k is set equal to zero.* This is not a realistic assumption, since it 
is known that the ratio μο/k varies over a small finite range (see Sec. 5) . 
I t will be seen later, however, that some principle features of the flow can 
be found in the solution of (14) under the assumption k = 0. 

Eliminating θ from Eqs. (14), with k = 0, we find 

(15) = (y+ l ) „ - y V 2 U + C ( 7 - 1). 
m ax 

Except for the scale factor m and translation of x, the solution of this 
equation depends on only one parameter, c. 

Suppose that c lies within the limits 

(16) °<C<2W^T)=% (Ύ = 1 · 4 ) · 
Then there exist two real positive values V\ and v2 (v\ > v2, say) for which 
the right-hand member of (15) vanishes: 

(17) (7 + l)v - yV2v + (7 - l )c = 0, 
and it can be written as 

(170 (7 + l)v - yV2~v + c(y - 1) = (7 + 1 ) (V£ - VviKVv - Vv2). 

For constant μ0 and for ν between v\ and v2, the solution of (15) for χ as 

* Equation (3.23) shows that this amounts to strictly adiabatic flow. 
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Υ (PROPORTIONOL TOVV) 

T 

X" T 
U 8 

F IG . 51. Variation of velocity u (or y/υ) with position x, for k = 0. 

a function of ν takes the form 

2 μ0 Vv~i log (ΛΛΙ λ / ί ) — log (Λ/ν — \/V2) 

(18) 7 + l m 

+ constant. 

Here* χ decreases from + <χ> to — co as ν increases from v2 tovi . Forz; > v\ 
the argument of the first logarithm in (18) must be changed in sign, and 
then χ increases from — °o to + <*> as ν increases from v\ to + <*>. For 
0 < ν < v2 the argument of the second logarithm must be changed, and 
then χ increases from a finite value to + 0 0 as ν increases from 0 to v2. If 
we now restrict our attention to flows for which the state variables tend 
to finite limits as χ —> ± oo y then these last two branches of the solution 
may be neglected and attention focused on the function v(x) defined by 
(18). Figure 51 shows V ^ a s a function of x\ since yj ν is proportional to 
the velocity u, we also obtain the graph of u as a function of χ merely 
by taking a different scale on the vertical axis. Since pu = constant, \/v 
is also inversely proportional to p. Two considerations are of major interest 
to us: the relation between the initial and final values of u , and the steep­
ness of the descent from Ui to u2. 

Since Λ ΑΙ and s/v2 are roots of (17), considered as a quadratic equation 
in \/Ί), we have 

7 + 1 

or, in terms of u, using (13), 

Ui + u2 

(19) 

(190 
2 7 + 1 

which gives an interpretation of the constant Ci . When k = 0, the second 

* For the remainder of this article it is assumed that m is positive, i.e., χ is chosen 
to increase along the direction of the flow. 
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of Eqs. (14) shows that ν and θ satisfy 

(20) — ^ — - ν + V2v - c = 0. 
7 - 1 

Eliminating c from (20) and (17), which is valid however only for ν = Vi 
or v2, and then eliminating \/2v from the same equations, we find 

(21) Oi + 2vi - Λ /2^ = 0 and — 2 — O t + v> = c {i = 1, 2) , 
7 - 1 

so that 

Ol y  02 / 
+ V2th = 7 7 = + V 2 ^ 2 , 

, Λ V2Vl
 1 v ^ V2v2 

(210 

7 θ ι + νχ = — ^ — 0 2 + v2 . 
7 — 1 7 — 1 

When ν and θ are replaced by their values from (13), ν = u/2Ci and 
0 = p/Cip, the first equation multiplied by m = pu and d gives 

(22) pi + mill = p2 + m M 2 , 

and the second, multiplied by Ci 2 , gives 

(23) ^ + ^L_P} = ^ + ^L_PJ. 
2 7 — 1 Pi 2 7 - I P2 

Equation (23) is the same as the Bernoulli equation (see Eq. (2.200 with 
gravity omitted) found in the case of a steady, strictly adiabatic, inviscid 
flow, and implies conservation of energy. Equation (22) may be interpreted 
as expressing the conservation of momentum. Finally, the continuity equa­
tion (9) yields 

(24) pitti = p2u2, 

or conservation of mass. Equations (22), (23), and (24) also follow directly 
from (9) , (10), and (11) on setting σχ = Κ = 0 for χ = ± o o . 

In studying the transition from U\ to u2 , we use Eq. (18), in which y/v, 
y/vi, and χ/v2 can be replaced by u, U\ , and u2 without further change, 
except in the additive constant. Let e be any number satisfying 0 < e < \ 
and consider the two intermediate values u' and u" (Fig. 51) satisfying 

(25) wi - u' = t(ui - u2) = u" - u2 (0 < € < J) . 

Then also U\ — u" = (1 — €)(^i — u2), and the change from u' to u" is 
(1 — 2e) times the total velocity change from Ui to u2. The difference be-
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tween the abscissas χ corresponding to these values u is 

/ofi\ Τ " ' 2 / 1 \ μ 0 UI + U2 

(26) L 0 = χ - χ = — — - log ( - - 1 ) . 
7 + 1 \e / m UI — U2 

For given values of the flux m and the ratio u2/ui, the right-hand side 
tends to zero as μ 0 decreases, no matter how small e may be. Let p* denote 
the value of the density at that point of flow where u = (ui + u2) /2 and u* 
the velocity at the point where ρ = (pi + P2)/2; then the last factor in (26) 
may be written in two ways: 

^27) MO U\ + U2 _ μο P2 + Pi _ 2μ 0 _ 2μ 0 

mui — u2 m p2 — pi p*(ui — u2) u*(p2 — pi) ' 

If, for example, we take e = 0.05 and use the standard values (see Sec. 5) 
μο ~ 5 Χ 10" 7 slug/ft sec and ρ* ~ 0.0025 slug/ft3, then (26) and (27) give 
χ" — x' ~ 0.001/(ui — u2). Thus, if the total velocity drop UI — u2 amounts 
to 10 ft/sec, then 90 per cent of this drop is effected within a distance of 
0.0001 ft, or about 0.03 mm. This is a significant result: the thickness of the 
layer within which occurs the major part of the transition from U\, pi, pi to 
u>2, p2, P2 tends toward zero with μ, and is actually extremely small in air 
under normal conditions. 

If we use a2 = yp/p as the expression for the sound velocity, as is usual 
in discussing the adiabatic flow of an inviscid fluid, the Mach number is 
given in terms of our dimensionless variables by 

(28) M2 = l 2 = 4-=4r = ̂ -
a2 yp/p ygRT 7Θ 

Using the first equation (21), we obtain 

(OQ) 1
 = = 1 _ 1 1

 =
 1 _ 1 

^ y ; yM? 2», V 2 ^ ' yM2
2 V2v~2 

Since vx > v2, Eqs. (29) imply Μι > Μ2. Moreover, vi and v2 satisfy (17). 
If the right-hand member of (15), (7 + l)v — y\/2v + (7 — l)c, is con­
sidered as a function of \/2v its derivative is (7 + l)\/2v — 7, which 
vanishes only for \/2v = 7 / ( 7 + 1 ) . Since the zero of the derivative must 
lie between the zeros Λ/ 2νι and y/2v2 of the function, \/2v~2 < 7 / ( 7 + 1) < 
\/2v[ follows. If these inequalities are introduced into (29), we find that 
M2 > 1 and M2

2 < 1. The transition flow represented by (18) begins in a 
supersonic and ends in a subsonic state. The inflection point of the curve of 
ν against χ occurs when \/2v = 7 / ( 7 + 1). This value of \/2Λ) would 
correspond to Μ = 1 if (29) held for all the flow; for υ between νλ and v2, 
however, the left-hand member of (17) is negative [see (17' ) ] and we find 
Μ > 1 at the inflection point. 
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An interpretation of c may be found by combining Eqs. (28) and (29) 
with the second of Eqs. (21) for νι ,θι, or for v2,02; one finds 

(W) c = M± M " + 2 / ( 7 ~ l ) = Ml M* + 2 / ( 7 " 1 } 

V ' ' 2 [Mi2 + 1/y}2 2 [M2
2 + 1/y}2 ' 

From the last equality we find also 

(30') 2yMi2M2
2 = 2 + ( T - 1 ) (Μ Χ

2 + M 2
2 ) , 

as a relation between the Mach numbers M1 and M2 before and after the 
transition, which will be of importance later on. 

4. The complete problem4 

If we do not neglect heat conduction, as in Sec. 3, a steady one-dimen­
sional flow is determined by the two first-order differential equations (14) 
in the unknowns ν and Θ. One could eliminate either ν or θ to obtain one 
second-order differential equation for θ or v, respectively. The resulting 
equation, however, would not be easy to handle, and a better procedure is 
to eliminate χ by dividing the two equations (14), obtaining 

dO _ p0gR Θ 7 ( 7 - 1) - ν + V2v - c 
(31) 

dv k o + 2v - V2v 
For each value of c the solutions of the first-order differential equation (31) 
consist of a set of o o 1 curves in the z;,0-plane; the solutions of (31) repre­
sent, therefore, o o 2 different ν,θ-relations. For each such solution the rela­
tions between χ and ν and between χ and θ may then be found by quadra­
tures, using the original equations (14). 

The coefficient of the right-hand member in (31) is, of course, a dimen-
sionless quantity. I t is customary to use the name Praudit number5 for the 
quotient 

(32) Ρ = ψ = ^ Ί ° Κ ϊ -

For dry air under normal conditions, the value of Ρ varies only slightly, 
roughly between 0.68 and 0.77 (see Sec. 5) . We then write (31) in the form 

(33) ^ = | l ^ J p X ) 

dv 3 7 

where 

λ _ θ / ( 7 - 1) - ν + V2v - c (34) 
θ + 2v - V2v 

We first consider the case Ρ = constant; then a curve λ = constant in 
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the f,0-plane is an isocline of Eq. (31), i.e., the locus of all points at which 
the solutions of (31) have a given slope, namely, 4Ρλ (γ — 1)/3γ. The 
isoclines have equations of the form: 

(av + 60 + cf = 2(λ + l)\ 

where α = 2 λ + 1 , 6 = λ — 1 / ( 7 — 1 ) , and all pass through the singular 
points which make both the numerator Ν and the denominator D of λ 
vanish. The points of intersection of the isoclines D = 0, Ν = 0 are the 
same as those of the isoclines D = 0, Ν + D = 0. Hence consider the two 
isoclines: 

(35) 

and 

D = 0, λ = ± o o 

θ + 2v - \/2v = 0 or (Θ + 2vf = 2v 

Ν + D = 0, λ = - 1 

(36) y 7 _ 1 
— Θ + ν - c = 0 or θ = (c - v). 
7 - 1 7 

Eliminating θ between (35) and (36), which hold simultaneously at a point 
of intersection ( θ ; , vt-), we find 

(37) ( 7 + IK- - 7 V 2 ^ + ( 7 - l )c = 0 (i = 1, 2) . 

Note that (35), (36), and (37) are exactly the same equations as (21) and 
(17), holding at the beginning and the end of the special flow considered 
in Sec. 3.* I t follows then, as in Sec. 3, that the τι-, ρ-, ρ-, and T-values for 
the points 1 and 2 satisfy Eqs. (22), (23), and (24). Also for Mx, M2, 
Eqs. (30) and (30 r) hold. 

As seen previously, (37) will have two distinct positive roots in ν if and 
only if c satisfies (16). For c < however, one or both of the corresponding 
values of θ will be negative. Thus if 

there will be two distinct points of intersection, 1 and 2, with both υ and Ο 
positive, and they are the same points as in the preceding section. For c = f , 
one point of intersection is ν = θ = 0; from (28) it is seen that this point 
corresponds to Μ = oo . When c = 49/48, the points 1 and 2 coincide at 
ν = y2/2(y + l ) 2 , θ = 7 / ( 7 + l ) 2 , corresponding to Μ = L From the 
result at the end of Sec. 3 it is clear that the straight line 2v/yS = 1, on 

* This can be easily understood since in the second Eq. (14) the result is the same 
whether k or άθ/dx is put equal to zero. 
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θ 

ν 

O.IO 0.20 0.30 0.40 0.50 

F I G . 52. Set of parabolas λ = constant in the velocity-temperature plane, for 
c = 0.7. 

which Μ = 1, separates the points 1 and 2. In what follows we assume 
that (38) holds. 

Figure 52 shows a full set of λ-curves; except for λ = —1 and λ = 
1/(7 — 1), all these curves are parabolas passing through the points 1 and 
2 and tangent to the θ-axis. The parabola λ = z t o o , Eq. (35), is inde­
pendent of c, has a vertical tangent at ν = 0 = 0, and passes through the 
point ν = θ = 0. I t intersects the curve 

(39) λ = 0, Ν = 0: {^ΖΓΪ " v ~ c ) = 2 v 

at the points 1 and 2, through which passes also the straight line λ = — 1, 
Eq. (36). The slope of the latter, — ( 7 — 1)/γ, does not depend on c, but 
its location does. For λ = 1 / ( 7 — 1 ) , the λ-curve degenerates into a pair 
of vertical lines through 1 and 2, respectively. Using this set of λ-curves, 
for Ρ constant, the integral curves for (31) may be found graphically (see 
Fig. 54 and following text). 

For Ρ not necessarily constant, the λ-curves are no longer isoclines of 
(31). The geometrical construction of the integral curves, by means of the 
so-called isocline method, fails. Further information about the solutions 



146 I I I . O N E - D I M E N S I O N A L F L O W 

must come from the general theory of first-order differential equations. We 
now assume that Ρ is, at least, a continuous function of ν and Θ, not 
vanishing at either of the points 1 and 2. The points 1 and 2 are then 
singular points for the differential equation (31). If we analyze each of 
these singular points by considering the linear terms in the Taylor expan­
sions of the numerator and denominator of (31) about that point, we find 
that 1 (supposing V\ > v2) is a nodal point, and 2 a saddle point. Thus 
exactly two integral curves pass through point 2, while an infinite number 
of solutions pass through point 1, all of them except one having a common 
tangent at 1. The two pairs of directions at 1 and 2 can be computed 
easily, as will be seen in Sec. 6. One and only one integral curve of (30) 
passes through both singular points, and this solution represents a transi­
tion between the two states vx ,θι and v2 , θ 2 . This corresponds to the 
solution which was considered in Sec. 3; there k = 0, so that Ρ = oo, 
and the complete solution is represented in the υ,θ-plane by the parabola 
λ = 0 (depending on c) . Furthermore, in the shaded region of Fig. 53, 
between the parabolas (35) and (39), we have Ν > 0 and D < 0. Conse­
quently άθ/dx and dv/dx as determined by (14) are positive and negative, 
respectively, in this region, the solutions of (31) have negative slopes 
there, and the direction of the negative y-axis corresponds to increasing x. 
I t will be shown in Sec. 6 that the transition curve lies in this region. 

The integral curves in Fig. 54 have been found under the assumption 
that Ρ = constant = f. Thus, from (33), the slope of an integral curve is 
(7 — 1)λ/7 as it crosses any λ-curve. In particular, the slope of an integral 

θ 

F IG . 53. The curves λ = 0, — 1, ± » in the υ,θ-plane for c = 0.7. 
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F I G . 54. The set of integral curves corresponding to Fig. 52 for Prandtl number 
Ρ = Y±. The transition curve from 1 to 2 is a straight line. 

curve at any point of the straight lineX = — 1 is — (7 — l)/7, which is also 
the slope of the straight line λ = — 1, Eq. (36). In the case Ρ = f, there­
fore, the transition from 1 to 2 occurs along the straight line (36). When 
this solution is expressed, by means of (13), in terms of the given variables 
u and Ty one finds 

2 2 

(40) %: + — g R T = %r + cpT = C2 = constant. 
Δ 7 — 1 2 

This relation, valid only for Ρ = J, was found by R. Becker in 1922.6 

Finally, Fig. 55 shows the solutions* determining the transition from 1 to 
2 for the three values Ρ = Ρ = f, and Ρ = 1. These are found by com­
puting the directions at the singular points 1 and 2, and then by graphical 
integration from a diagram such as Fig. 52. The interpretation of these re­
sults will be given in Sec. 6. 

5. Numerical data 

The conclusions to be drawn in the following section depend, to a certain 
extent, upon the numerical values of the physical constants which appear 
in the equations. Therefore we begin by establishing a set of standard values 
of constants, referring to the conditions of air at room temperature under 

* The ordinates have been magnified 5:1. 
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M,«2 

F IG . 55. The transition curves for Ρ = J£, and 1, with bounding parabolas. 

a pressure of 1 atmosphere. For the convenience of the reader there 
follows a list of the numerical values of constants employed in this book. 

(a) General constant: 

g = 32.17 ft/sec2 = 980.7 cm/sec2. 

(b) Dry air constants (diatomic, perfect gas): 

7 = I = 1.4; R = 53.33 ft/°F = 29.26 m/°C; 

g R = 4289 ft2/sec2 °F = 0.717 Χ 107 cm2/sec2 °C ; 
7 - 1 

C p = y C v = 6005 ft2/sec2 °F = 1.004 Χ 107 cm2/sec2 °C. 

(c) Assumed standard conditions: 
Temperature = 59°F = 15°C, corresponding to the absolute 

temperature 

Τ = 518.4 in Fahrenheit degrees = 288 in Celsius degrees; 

ρ = 0.00238 slug/ft3 = 0.001226 g/cm 3; 

V = gRpT = 2116 lb/ft 2 = 1.013 Χ 106 dynes/crh2; 

1116 ft/sec = 340.1 m/sec. 
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(d) Viscosity (experimental values): 

μ = 3.73 Χ 10" 7 slug/ft sec = 0.000179 g/cm sec; 

ν = ίί = 0.000157 ft2/sec = 0.146 cm2/sec. 
Ρ 

(e) Heat conductivity (experimental values): 

k = 0.00314 lb/sec °F = 2.52 Χ 103 dynes/sec °C. 

(f) Prandtl number: 

Ρ = £*ίί = 0.713. 
Κι 

The coefficients of viscosity and heat conductivity depend, in general, on 
the state variables ρ, ρ, T. Experimental evidence indicates that μ and k 
(but not v) can be considered as functions of temperature alone. An older 
formula of Lord Rayleigh 7 gives μ proportional to the f power of Τ in the 
range between the freezing and boiling points of water: 

' / φ ' \ 0 . 7 5 

(4I) * , - ( ; , ) . 

from which one derives 

« ί - ( ί Γ · ? - ( ί Γ · ί - ^ Γ · 
A more recent investigation 8 gives, within the limits 32°F to 950°F, 

(43) il = (TLY χ (T" + ™A 
Κ } μ" \T"J \ Tf + 223.2/ 1 

when V and T" are absolute temperatures in Fahrenheit degrees. For ex­
ample, if one uses the value given above for μ at Τ — 518.4, the first for­
mula (41), gives 107μ = 4.07 slug/ft sec, while the second formula (43) 
yields 4.08 slug/ft sec at Τ = 581.4 (i.e., 122°F). Table I I for ν is com­
puted from Eq. (43). 

A formula very similar to (43) has been found in experiments on heat 
conduction :9 

^ ' k" \T") \ Τ + 225/' 

From (43) and (44) it would follow that the ratio μ/k, and consequently the 
Prandtl number also, is essentially constant, giving Ρ = 0.713 in general. 
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T A B L E I I — K I N E M A T I C VISCOSITY V IN FT 2/SEC 

po = 2116.2 lb/ft 2 = 29.92 in Hg 

Values of ν Χ 104 

Temperature (deg. F ) 

P/Po 14 32 50 68 86 104 122 

1 
10 
20 

1.33 
0.133 
0.066 

1.42 
0.142 
0.071 

1.52 
0.152 
0.076 

1.62 
0.162 
0.081 

1.72 
0.172 
0.086 

1.82 
0.182 
0.091 

1.92 
0.192 
0.096 

On the other hand a theoretical value of P, based on the kinetic theory of 
gases, is 1 0 

(45) Ρ = 4 7 = 0.737 for y = 1.4. 
9Τ — ο 

In any case, the value 0.75 is a close approximation to the actual value of P . 

6. Conclusions 

W e consider first the case when the Prandtl number Ρ is 0.75. Then, as 
seen in Sec. 4, the solution passing through the singular points 1 and 2 in 
the ν,θ-plane, the transition curve, is the straight line (36). If the value of 
θ from the solution (36) is substituted into the first of Eqs. (14), we find 

(46) « J = ί [ (γ + Dv - yV2v + (y - l)e], 
m ax y 

which differs only by the factor 1/y from Eq. (15), which was derived under 
the assumption k = 0. Consequently the former discussion (Sec. 3) holds 
unchanged, provided that χ is replaced by x/y. In particular, the thickness 
of the transition layer defined there is now 

(47) L = yL0 ( P = f ) , 

where L 0 is the expression (26). 
There remains the case of a finite Ρ different from f, but constant, and 

the case in which Ρ is not constant. 
For general Ρ the integral curves of (30) are qualitatively similar to 

those shown in Fig. 54 for the case Ρ = f, except that the singular integral 
curve S joining the points 1 and 2 is no longer a straight line. In particular, 
the sign of άθ/dv is unchanged in the various regions bounded by the iso­
clines λ = ± oo and λ = 0 (these two curves being isoclines even for non-
constant P ) . Although the solution S cannot be given in closed form, it 
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is possible to find bounds for θ(ν) on S, and these are sufficient for giving 
significant estimates concerning the thickness of the transition layer. 

First we compute the slopes of the integral curves at 1 and 2, in the case 
Ρ = constant. Since Ν = D = 0 at these points, the slopes are found by 
applying PHospitaPs rule to the right-hand side of (31). Thus the slope 
θ ' = άθ/dv of any solution at 1 or 2 must satisfy the quadratic equation 

(48). Θ' = £ e' - (7 - ixi - vyaa = 

3 7 θ ' + 2 -

or, using l/\/2vi = 1 + 1/fMi from (29), 

(48-, e^ + e ' ^ - i j - D - i f h - D ^ . o . 
Thus, of the two values of θ ' at each of the two points, one is positive and 
one negative. As in Fig. 54, the two negative roots, say θ[ at 1 and B2 at 
2, must give the slopes of the transition curve S at the singular points 1 
and 2, respectively. A more detailed study of (48') shows that θ ί < 
— (τ — 1)/γ < θ 2 when Ρ < f, and that the inequalities are reversed if 
Ρ > f. For Ρ = f, Eq. (48') is satisfied by θί = θ 2 = -(y - l)/y, which 
agrees with (40). 

Equation (48) also expresses the fact that any solution passing through 
1 or 2 in one of the possible directions determined by (48) is actually tan­
gent to the appropriate isocline at the point (i.e., to the isocline whose λ 
follows by (33) from the slope θ ' ) . In particular, the singular solution curve 
S which passes through 1 and 2 is tangent to a certain isocline parabola Αχ 
at 1 and tangent to another parabola A2 at 2. The bounds on the solution 
S follow from the fact that S must lie on the concave side of Αι between 1 and 
2 and on the convex side of A2. 

For example, suppose Ρ < f. Then, since θι < — (7 — l ) / 7 , the iso­
cline Ai lies above its chord 12, as shown in Fig. 56a. A t any point of Ax, 
a solution of (30) has the same slope as the tangent T, at points below Αχ 
a less negative slope, and at points above Αλ a more negative slope (more 
vertical) or positive slope (beyond λ = ± oo). N o integral curve can leave 
the point 1 in the area between Ai and T, for, geometrically, such a curve 
must have a slope less negative than that of Τ near 1? whereas a solution 
of (31) must have a more negative slope than T. Along an integral curve 
leaving 1 above T, the tangent to the curve must rotate in a clockwise 
direction and it is clear that such a curve cannot reach the point 2. Thus 
the integral curve S runs below A1 as it leaves the point 1. I t cannot meet 
Αχ at a point Ρ between 1 and 2 (this assumption is illustrated in Fig. 56a). 
For at Ρ a solution has the same slope as T, but no longer the same slope 
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(b) ^ 
F I G . 56. The two isoclines bounding a transition curve when Ρ is constant; shown 

for Ρ < 

as Αχ, and can only continue beyond Ρ in a manner similar to the solutions 
leaving 1 above T. Thus S runs below Αχ between 1 and 2. 

Since θ 2 > — ( τ — l)/y (which is the slope of the chord joining 1 and 
2), the isocline A2 lies above this chord (but of course below A ι , since 
θί < θ 2 ) , as in Fig. 56b. An analogous argument shows that S must run 
above A2 between 1 and 2, since a solution at a point of A2, different from 
1, has the slope θ 2 and continues below A2 with less negative slope, so that 
it cannot reach the point 2. Thus the two isoclines Αχ and A2 bound a 
crescent-shaped area within which S must lie between 1 and 2. For Ρ > f, 
these two isoclines lie below the chord joining the points 1 and 2. If Ρ = 
f, then Αχ, A2, and S coincide with the chord, while if k = 0 (so that 
Ρ = oo) all coincide with the isocline λ = 0. 

Now let a and β be the λ-values corresponding to the isoclines Αχ and A2 

with a ^ β, e.g., if Ρ < f, then a corresponds to A2 and β to Αχ, and let 
θα(ν) and θβ(ν) denote the ordinates on these two isoclines and θ(ν) the 
ordinate on S. Then the fact that S runs between Αχ and A2 is expressed 
by the inequalities 

(49) θα(ν) = θ(ν) = θβ(ν), v2 = ν = νχ. 

In the particular cases Ρ = f and Ρ = oo, equality holds throughout in 
(49). 

Next we introduce the abbreviations 

θ „ = \f2v - 2v 
(50) ^ _ 

Θ» = (y - l)(v - V2^+c); 
i.e., θ „ and θο are ordinates on the two isoclines λ = ± oo and λ = 0 re­
spectively. Then the first differential equation (14) may be written as 
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so that (49) leads to 

(51) θ α - Θ Μ 5Ξ g θ , - θ α 

ό πι dx 

Also, Eq. (34) may be written as 

θ - Oo 
λ = 

(Θ -  Θ j ( 7 - i y 

from which it follows that the ordinate θ λ on the isocline corresponding to 
any value λ satisfies 

r\ r\ Ooo — O 0 

σ λ ~~ Woo — 1 - ( 7 - 1)λ ' 

Consequently, (51) may be written as 

(52) - 9 0 0 ~ θ ° < ί ϋ ^ . < _ θ ° ° ~~ θ ° 
1 - ( 7 - \)a ~ 3 m dx ~ 1 - (7 - 1)0' 

This result may be compared with the differential equation (15) deter­
mining ν in the case k = 0, Ρ = α>, discussed in Sec. 3, namely, 

(53) ^ ? = - ( θ . - θ , ) . 
3 m dx 

I t is seen that the upper and lower limits for dv/dx, as determined by the 
equality signs in (52), lead to the same differential equation as (53), except 
that χ is to be replaced by :r/[l — (7 — I)a] and x/[l — (7 — 1)β], respec­
tively. Consequently, if we assume μ constant, the thickness L of the transi­
tion layer must satisfy11 

(54) Lo[l - (7 - 1 ) « ] ^ L £ Lo[l - (7 - 1)0], 

where L 0 is the expression (26). Here a and β are the λ-values for the two 
isoclines Αχ and A2 tangent to S at 1 and 2 respectively, with a ^ β. T o 
determine the exact limits in (54), it is merely necessary to compute the 
slopes O i and Θ 2 of the solution θ(ν) at the points 1 and 2, i.e., the nega­
tive root of (48 r) at each of these two points. Then a and β are the (nega­
tive) values 

3 7 θί , 3 7 Θ 2 
4 7 — I P 4 7 — I P 

here a is the second expression if Ρ < f and the first if Ρ > f. When Ρ = 
f, we find θί = θ 2 = — ( 7 — 1)/τ, as mentioned above; in this case both 
brackets in (54) reduce to 7, in agreement with (47). 

A similar argument can be applied to the case where μ is not constant, 
but a given increasing function of T. I t follows from (52) that the estimate 
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(54) still holds, provided that L 0 on the right is computed for the maximum 
value of μ (the value at point 2) while L 0 on the left is computed for the 
minimum value of μ (the value at point 1). 

Finally there remains the case of Ρ not constant, to which the preceding 
theory can be adapted. The result is that if the expressions in (55) are 
now computed for the maximum and minimum values of Ρ in the shaded 
region of Fig. 53, and the two extreme values taken for α and β, then the 
estimate (54) still holds. The transition curve lies between the parabolas 
λ = a and λ = β. Any variation in μ is treated as in the last paragraph. 

Example 

Suppose the initial Mach number is Μ ι = 2. Then from (30') we have 
Μ2 = £ for y = 1.4, while from (29) we find 

1 
" 1 = ZUJ = 0.179, - 7 = - 1 = — 2 = 2.143. 

Thus the equations (48) for the slopes at the two endpoints are 

_ 4P Θ( + 0.071 . , _ 4P θί + 0.857 
0 1 - 3 X T 4 θ ί + 0.821 θ 2 ~ Ϊ 2 θί - 1.143-

The negative roots are 

θί = -0 .43 , θ 2 = -0 .22 for Ρ = ± 

θί = -0 .20 , θ 2 = -0 .34 for Ρ = 1. 

The limits for the thickness of the transition layer are then 

1.46 L0 ^ L ^ 1.88 L 0 for Ρ = } 

1.21 Lo ^ L ^ 1.35 U for Ρ = 1. 

The quantity L 0 was found, for a numerical example in Sec. 3, to be of the 
order of less than one-tenth mm. 

The situation in the ν,θ-plane is sketched in Fig. 55 (see end of Sec. 4) 
with the ordi nates θ magnified in the ratio 5:1. The broken lines are the 
integral curves for Ρ = J, Ρ = J, and Ρ = 1; the solid lines are the iso­
clines for the four slopes θ ' found above (and for λ = 0 ) . 
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Article 12 

Nonsteady Flow of an Ideal Fluid12 

1. General equations 

W e consider an ideal fluid: a perfect gas with μ0 = k = 0; that is, vis­
cosity and heat conduction are neglected. The Eqs. (11.12) for steady 
adiabatic one-dimensional flow reduce to a pair of relations between u and 
T, not involving x. The only possible solutions are therefore of the form 
u = constant and Τ = constant, from which follow also ρ = constant and 
ρ = constant. In other words, the only steady, strictly adiabatic one-
diniensional flow of an ideal fluid is a uniform flow with constant values of 
u, ρ, ρ, T, etc. Thus, only nonsteady flow is of interest in this case.1 3 

Returning to Eqs. (11.2) and (11.3), and omitting the viscosity term, 
we obtain 

m du dp dp 

(2) * + 3 P - o . 
dt dx dx 

The specifying equation which expresses the fact that the motion is adia­
batic may be taken from Sec. 1.5. In the case of an ideal fluid it reads: 
p/py = constant for each particle, and this last qualification may be 
omitted if initially all particles have the same entropy. The mathematical 
problem remains unchanged if y is replaced, by any other constant greater 
than one, so we shall, in general, use as specifying equation the polytropic 
relation 

(3) — = constant = C, 
PK 

where κ is any constant greater than 1. 
If (3) holds, or more generally an arbitrary (p,p)-relation with dp/dp > 0, 

we can introduce the square of the sound velocity 

a = — 
dp 

as a known function of ρ (see Sec. 5.2) and use this function to eliminate 
ρ from (2) . Since dp/dx equals dp/dp times dp/dx, Eq. (2) takes the form 

(4) 
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Equations (1) and (4) may be slightly rearranged to yield 

(5) 
dx at 

^ (pu) + u^- (pu) - u ^ + (a - u) ^ = 0, 
dt dx dt dx 

a system of two equations for the unknowns pu and p. 
Another convenient form of the equations may be obtained by using the 

pressure head P, defined in Sec. 2.5: 

(6) ρ — [ dp _ f a2 dp dP _ a dp dP _ a2 dp 
J ρ J ρ ' dx ρ dx' dt ρ dt 

Then it is easily verified, by carrying out the indicated differentiations, that 
(4) and (1) are equivalent, respectively, to 

dx\2 ^ ^ dt ' 
(7) 

Alternatively, the first equations of (5) and (7) form a system equivalent 
to (1) and (2) . I t may be noted that (5) and (7) are very similar: the vari­
ables pu and ρ in (5) parallel the variables (u2/2 + P) and u in (7). 

In the particular case of the polytropic condition (3) , we have 

(8) a2 = kCPk~\ Ρ = Cp"'1 = " 
κ - 1 

With the velocities u and a as variables in place of u and p, the first equa­
tions of (5) and (7) become 

— \ua ) + — (a ) = U, 
dx dt 

(9) 

+£=»· 
d (u a \ 

dx\2 κ - 1/ 

For adiabatic flow of a diatomic perfect gas (as assumed for air), we have 
κ = y = 1.4 = 7/5, and therefore 

f (uas) + % (a 5 ) = 0, 
dX dt 

d ( U 5 2 \ , du . < 9 > 
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For a monatomic gas, κ = 5/3, we have 3 instead of 5 in the above equa­
tions. 

The two equations (9) are homogeneous, planar (but not linear) differ­
ential equations for the unknowns u and a with independent variables χ 
and t, namely, 

(10) 

κ — 1 du , Θα , da . 
—τζ— a h u — + — = 0 , 

2 dx dx dt 

*>• da , du , du 
a — + u h — = 0 . 

κ - 1 dx dx dt 

Of course, Eq. (10) could have been derived directly from (1) and (4) by 
introducing the variable a in place of p, using (8) . 

2. Potential and particle function 

Either one of the two parallel sets of equations (5) and (7) can be re­
duced to a single differential equation of second order. Indeed, the first 
Eq. (5) expresses the fact that ρ and — pu are, respectively, the x- and 
^-derivatives of one and the same function ψ(χ,ϊ): 

(11) Ρ = ΤΓ" , Ρ^ = - 7 7 · 

dx dt 

The second Eq. (5) then supplies the following condition on ψ: 

<n/> S + 2 ^ 4 - / + ( « 2 - « 2 ) ^ = 0 . 
dt2 dx dt dx2 

In the same way, the system (7) is satisfied if a function Φ(χ,ί) is intro­
duced for which 

cm «=;* i + p - - % 

dx 2 dt and which satisfies 

(12 ) — F + 2u — — + (w - α ) — = 0. 
dt2 dx dt dx2 

Equations ( I F ) and (12') appear to be the same; the coefficients 2u and 
u — a2, however, do not bear the same relation to the unknown function, 
Φ or ψ, in the two cases. 

The function Φ(χ,<) is none other than the potential introduced in Sec. 
7.1. Thus, one-dimensional isentropic flow of an ideal fluid is always a po­
tential flow and irrotational. Equation (12 r) is exactly the same as Eq. 
(7.24), discussed in Sec. 7.4. Each function Φ(χ,ί) satisfying (12') deter-
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mines a particular one-dimensional flow of an ideal fluid and, conversely, 
for each continuous one-dimensional flow pattern there exists a potential 
function satisfying (12'). 

The function ψ(χ,(), which is known as the particle function, may be in­
terpreted in the following way. The rectilinear motion of any material par­
ticle is completely determined when its position χ is given as a function of 
t. The curve in the x,2-plane representing this function for any particle has 
been called a particle line (Sec. 1.2). The slope of the particle line, meas­
ured by the tangent of its angle with the <-axis, is dx/dt or the instantane­
ous velocity u of the particle. Now, along the lines ψ = constant we have, 
using (11), 

(13) 0 = ^ dx + ^ dt = ρ dx — pu dt, ^ = u. 
dx dt dt 

Thus the family of curves φ = constant (Fig. 57) consists of the particle 
lines for all elements of the fluid mass under consideration. The difference 
between the ψ-values on two distinct particle lines may be found by in­
tegrating the first Eq. (11) along any parallel to the x-axis: 

(14) Φ Β - * Λ = f 3 T d * = Γ pdx, 

JA OX JA 
and is therefore equal to the quantity of mass enclosed in the flow by a 
cylinder of unit cross section extending between the two planes χ = χΛ, and 
X — XB · 

Both (11') and (12') are second-order differential equations of the type 
(9.2), with 

A = 1, Β = u, C = u - a2, F = 0, 

where the present independent variables χ and t are to be identified with 
the former y and x, respectively. From (9.13') [see end of Sec. 9.5] the 
slopes of the characteristics are given by 

( 1 5 ) ^ = j ( £ ± VB* - AC) =u±a. 

! ore ton u 

F I G . 57. Particle lines ψ = constant. 



12.2 P O T E N T I A L A N D P A R T I C L E F U N C T I O N 159 

F I G . 58. Orientation of the characteristics with respect to the £-axis for velocity 
u > 0. 

(a) u supersonic, (b) u subsonic. 

Since both u and a depend on derivatives of the solution, Φ or ψ, these 
slopes vary with the solution being considered, in agreement with the fact 
that the equations (11') and (12') are nonlinear. The slopes are real in all 
cases: whether the flow is supersonic or subsonic, the problem is hyperbolic. In 
the first case u + a and u — a have the same sign, so that the characteristic 
directions lie on the same side of the vertical in the £,£-plane (Fig. 58a, if 
u > 0 ) , while in subsonic flow the characteristic directions fall on opposite 
sides of the vertical line (Fig. 58b, if u > 0 ) . 

The same conclusions can be obtained by applying to (5) or (7) the gen­
eral theory of characteristics (Sec. 9.2) or the discussion of the two-dimen­
sional case (Art. 10). 

Some examples of one-dimensional flow were given in Sec. 7.4. These 
were all such that Φ was a quadratic, and u a linear function in χ with 
coefficients depending on t. We arrive at essentially the same solutions if 
we start from the assumption 

(16) φ(χ,1) = (ax + β)\ 

where a and β depend only on t, and η is constant. From* (11) we have then 

(ΛΚ'\ W ( j _ θψ /3ψ αχ + β' 
( l b ) ρ = — = ηα(αχ + β) , u = = - ^ 7 / ^ Z = ~ > 

dx dt / dx a 

and, with the polytropic relation (3) , 

(16") a = KCp
k~1 = κΟ(ηα)κ-\αχ + β ) ^ - 1 ^ . 

When these expressions are substituted into (11') or (4) , the equation re-
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duces to 

(2α'2 - aa)x + {2α'β' - οβ") + κ(η - \)aK+2CnK-\ax + β * » - ™ " - » - 1 = 0. 

This equation can be satisfied identically in χ only if all coefficients vanish, 
or if the equation is independent of x, or if the last term is a suitable linear 
function of x. The three values of η making these results possible, and the 
corresponding conditions on the coefficients, are: 

(a) η = 1; 2a2 - aa = 0, 2a β' - αβ" = 0; 

( i 7 ) ( b ) n = ; 2 a ' 2 - a a " = °> 2 <* '0 ' - = K ^ K + 2 ; 

(C) η = i ± ] ; 2 « ' 2 - ™ = *«'β' - = Κ2ακ+2β, 

where Kx = -C[K/(K - 1)]K,K2 = -2CK(K + 1)* - 1 (κ - 1 ) " β . 
A particular solution of (17c) is 

a = constant · Γ 2 / ( * + 1 ) , 0 = constant • « u " 1 ) / u + 1 ) , 

which leads to 

where A is a simple function of C and κ, and c is arbitrary. This is the par­
ticle function* corresponding to the example (a ) , Eqs. (7.28), of Sec. 7.4 
with c2 = 0, except for different meaning of the constant A. In the same 
way a simple solution of (17b) supplies 

/ Ύ V/U- i ) 
φ(χ,ί) = Β (j + Cltl-K + c2J 

where Β and c2 are arbitrary and Ci is a simple function of B, C, and κ. 
For c2 = 0 this is the particle function for example (b) of the same section 
[see Eqs. (7.29)]. The detailed discussion of the differential equations (17) 
and of the corresponding flow patterns is left to the reader. 

3. Interchange of variables. Speedgraph 

As has been seen in Sec. 1, Eqs. (1) and (4) may serve as the equations 
governing the one-dimensional nonsteady flow of an inviscid elastic fluid: 

du dp . dp Λ 

plTx+UTX
 + dt =°> 

(18) 
du , a dp , du 
dx ρ dx dt 

where a = dp/dp is a known function of p. 

* This flow is the centered simple wave of Sec. 13.2 [see Eq. (13.13)]. 
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The further argument is greatly simplified if the variable ρ is replaced by 
a certain function of p, namely, 1 4 

fp a , dv a d a d 
(19) ν = - dp, - = - , = - _ 

JPl ρ up ρ dp ρ ov 

with an appropriately chosen lower limit pi in the integral;* there is a one-
to-one correspondence between ν and p. The new variable ν has the dimen­
sions of velocity. For example, in the case of the polytropic relation (3), 
we choose pi = 0 and find 

/—~Fi 2 u—D/2 2a κ — 1 

(19 ) ν = VKC τ P = τ , α = — — ν, 

κ — 1 κ — I 2 

and, in particular, if κ = y = 1.4, 

(19") ν = 5α. 

If an isothermal condition ρ = constant · ρ holds, we take pi = 1 and have 

(19" ' ) α = constant, ν = a log p. 

When the substitution (19) is made, Eqs. (18) read 

(20) 

To each couple x,t there corresponds a pair of values of u and υ determined 
by (20). This mapping of the 2,^-plane onto the w,?;-plane will be called the 
speedgraph transformation of the one-dimensional flow. The speedgraph is 
analogous in many respects to the hodograph of a two-dimensional steady 
flow (see Sec. 8.2). In the hodograph the lines of constant speed q, and con­
sequently of constant Mach number Μ, are concentric circles. Here, in the 
polytropic case, the straight lines through the origin in the u,y-plane are 
the lines on which the Mach number is constant, since Μ = \u\/a equals 
2/(κ — 1) times | u \/v. In particular, the rays v/u = ±2/ (κ — 1) separate 
the subsonic region in the middle from supersonic regions on either side 
(Fig. 59). 

By adding and subtracting Eqs. (20) we find that 

(21) ( M ± a ) _ + ~ = = F | _ ( « ± e ) - + - J . 

Now the left-hand member is the rate of change of u in the respective 
characteristic direction dx/dt = (u ± a ) , while the bracket on the right is 

* Note that ν is defined also for a particlewise (p,p)-relation. 

du + dv + dv + u — + 
dx 

+ 
dx 

+ 
dt 

du + dv + du + a — + 
dx 

+ 
dx 

+ 
~dt 
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supersonic 

F I G . 59. Regions in which Μ ^ 1. 

the same for v. Thus, along the (u + a)-characteristic in the z,£-plane we 
have du = — dv, and along the other characteristic du = dv. This shows 
that the two sets of characteristics dx/dt = u ± a in the x,t-plane are mapped 
into the T45 ° lines 

(22) ν + u = constant and ν — u = constant, 

respectively, in the speedgraph plane. 
In the two planar first-order equations (20), the coefficients depend only 

on the dependent variables u and v\ hence we proceed as described in Sec. 
10.6 and interchange the dependent and independent variables. The Eqs. 
(20) may be identified with Eqs. (10.1); if the present t replaces y then 
the coefficients of (10.1) are 

a\ = bz = a, az = b\ = u, a4 = 6 2 = 1, a 2 = 64 = 0, 

and the transformed equations (10.22) read 

dt dt , dx Λ 

a - u - — r - _ = 0 , 
dv du du 

(23) 
dt dt dx Λ 

u --a — — — = 0. 
dv du dv 

This system, in contrast to (18) and (20), is linear, so that the character­
istics are independent of the unknowns. The characteristic directions can 
be computed as in Sec. 10.1 and are found to be dv/du = ± 1 in agreement 
with (22). 

T o obtain from (23) a single second-order equation for one unknown, we 
can eliminate χ by differentiating the first equation with respect to ν and 
the second with respect to u. Remembering that α is a function of ν only, 
we obtain 

(24) _ _!_( da\dt 

The equation for x, obtained by an analogous elimination of t, is similar, 
except that the first partial derivative of the unknown, on the right, is re-
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placed by a more complicated first-order expression. The second degree 
terms of (24) again show that the characteristics of the present problem 
are dv/du = =b 1. 

Alternatively, by the use of a dp = ρ dv, Eqs. (23) may be rewritten in 
the form 

4-(x- ut) = 0, 

du ρ dV 
(25) 

A (x - ut) + 2 ± ( p / ) = o. 
dv ρ du 

T o integrate the first equation, we introduce a function U of u and ν by 
setting 
foa\ , adU ldU 
(26) χ - ut = - -—, t = - - ; 

ρ dv ρ du 
the second equation then shows that U must satisfy 

(26') ^£-^ = 1(1-^)^1 
dv2 du2 a\ dv ) dv ' 

Similarly, the second equation (25) is satisfied if we set 

(27) χ - ut = —, * = - - —, 
α dv 

and then the first equation supplies the condition 1 5 

, d V _ a V = _ 1 / _da\dV 
K } dv2 du2 a \ dv) dv ' 

Also, either χ — ut or pt may be eliminated from the system (25), and it 
is seen that pt and χ — ut satisfy the same second-order equations as U 
and V, respectively. 

I t is also of interest to study the relations between the functions U and 
V on the one hand, and the previously introduced potential and particle 
functions Φ and φ on the other. From the definition (11) it follows that 

. — (χ - ut) + pt, 
du 

(28) 
'' d 

= — [p{x — ut)] — - (x — ut). 
dv a 

I t is easily seen that the two expressions on the right are the derivatives 
with respect to u and v, respectively, of a dU/dv — U. Thus, except for an 
additive constant, which has no significance, 

dt _ dx 
pu 

dt 

du P du 
pu 

du 

δψ __ 

dv ~ 

dx 
p - — 

dv 
pu 

dt 

dv 
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(29) φ = α ψ - υ . 

In exactly the same way we find that 

(30) Φ = ν-— + - IP - —) - V. 
du a\ 2 /  dv 

Equations analogous to the first parts of (28) can be written for οΦ/du and 
οΦ/dv. When these equations are compared with (28) we can verify, using 
(25), that 

(31) 
d^- Α ΐ ο ^ + Β ί ^ 

— = Λ2 — + Β2 —, 
dv du dv 

where 

(310 Λ, = B2 = -, A2 = Bx = - lΡ - Λ 
Ρ ap\ 2/ 

Also, using α dp = ρ dv and dP = a dv, we have 

Mi _ ^i? = ο — 1 - — = - — (P - -Vl 4- — ^ 
dv dw ' dv du a 2 p \ 2 Λ dv) 

a \ dv J 

Thus, when Φ is eliminated from (31), the result is 

K } dv1 du2 a\ ^ dv) dv' 

Elimination of ψ leads to a similar equation for Φ, but with a more com­
plicated first-order expression on the right. 

All these equations, (24), (26'), (27'), and (32), for t, U, V, and ψ, re­
spectively, are of similar form, differing only in the factors ± (1 =b da/dv) 
on the right. In the polytropic case these factors are all constants, since 
(19') gives da/dv = (κ — l )/2. The right-hand members consist then of the 
derivative of the unknown with respect to v, multiplied, respectively, by 
the factors 

K+ 11 3 — #c 1 3 - κ 1 κ + 1 1 
κ — 1 ν κ — 1 ν κ — 1 ν κ — 1 ν 

which in the particular case of κ = 1.4 are 

(330 4-, - - 4 , ?. 
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I t will be shown in the next section that the general integral of the equa­
tion can be given in simple form in the cases (33') and in certain other cases 
also. 

4. General integral in the adiabatic case 

In the preceding section we have seen that, if the (p,p)-relation 1 6 has 
the form (3), and the polytropic exponent κ the value 1.4, the second-order 
differential equations for t, U, V, φ, χ — ut, and pt have the common form 1 7 

(34) ^1 — —1 - 2 n d Z n 

dv2 du2 ν dv1 

with η = 2 for zn = U or pt, η = —2 for V or χ — ut, η = 3 for ψ, and 
η = — 3 for t. I t can be shown that, if η in (34) is any integer, the general 
integral of (34) can be given in a simple form. This result applies, more 
generally, whenever κ has any value which leads to an even integer for 
the quotients (3 — κ)/(κ — 1) and (κ + l)/(κ — l ) . 1 8 Moreover, the formu­
las can be extended in a certain way to cover the case of any real n. 

First, if η = 0, Eq. (34) is the one-dimensional wave equation (4.6), so 
that from (4.7) the general solution is 

(35) z0(u,v) = f(v + u) + g(v - u), 

where / and g are arbitrary, sufficiently differentiate functions of a single 
variable. The successive derivatives of these functions will be denoted by 

/ ' , / " , · · · , 0 ' , <?", · · · · 
For the sake of abbreviation we introduce the notation 

(36) ζο = f + g, ζο = / + g , · · · , ζ0 = / + g , 

where the arguments parallel those in (35). Then each ζ 0
ω is the sum of a 

function of ν + u and a function of ν — u. I t may be noted that zo(v+1) is 
the derivative of z0

(v) with respect to v, while z0
(v+2) is the result of differ­

entiating ζ0
ω twice with respect to either ν or u. 

With an arbitrary z0 of the form (35), the general solution of (34) for η a 
positive integer can be written in the form 1 9 

(37) zn(u,v) = ZQ + aivz'o + a2v24 + · · · + anvnz0
M

f 

where the numerical coefficients a„, depending on n, are found by substitut­
ing (37) into (34) : 

, 1 V 2 - 1 (n - l ) ( n - 2) · · · (η - ν + 1) 
v\ (2n - l ) (2n - 2) · · · (2n - ν + 1) 

( 3 7 , ) (* = 2 ,3, , n ) . 

If η is a negative integer, it is more convenient to set m = — η > 0 and 

write 
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(38) z-m = zn = t> 1 - 2 m[z„ + fiim + β^ζ'ό + · · · + fin-^-W"""], 

where 

ft=-l; ^ = ( - D ' 2 " ( * - 2 ) ( « - 3 ) . . . ( * - r ) 
v! (2m - 3)(2m - 4) · · · (2m - ν - 1) 

( 3 8 ' } ( , = 2, 3, · · · , m - 1) 

The first examples are 

Zl = Zo — ^ζό, z2 = z 0 — wo + i» 2 2o, 
(39) / 2 2 " , 3 /// 

Z3 = Zo — VZo + f v z0 — TtV Zo , 

(40) Z-l = - , 2-2 = ^ (Z0 — MSo), 2-3 = \ (Z0 — Vzi + il/Zo). 

In order to prove formulas (37') and (38'), we start by working out the 
result of substituting a single term of (37) into the differential equation: 

/a2
 d2 2n d\, ν o x 

= α , Μ - 1 - 2n ) tTV ) + 2(p - n)v~Wv+1)], 

Thus, when the whole of (37) is substituted into (34) and the coefficient 
of vv~2z0

iv) equated to zero, we find 

ai = — 1; avv(v — 1 — 2n) + av-X2(v — 1 — n) = 0 

(v = 2, 3, · · · , n), 

and this recursion formula gives (37'). Formulas (38') can be proved in the 
same way. In either case no terms of higher degree than those given in (37) 
or (38) are necessary, for the coefficients of such terms would vanish since η 
is an integer. This suggests that when η is not an integer, the solution can 
be expanded in an infinite series beginning with the terms (37) or (38), 
the coefficients being determined by recursion.20 Even in this case the series 
reduces to a finite sum if / and g are polynomials. 

I t seems that the function best suited for the study of most problems is V. 
We repeat Eq. (27') for adiabatic flow with κ = y = 1.4, and its solution 
from (40): 

d2V _ d2V _ _ 4 d F 
dv2 du2 ν dv' 

v _ /(f) + gOt) _ /'(j) + g'fo). 
(42) v* v2 9 

ξ = V + U, η = V — U. 

I t still remains to determine the functions / and g for particular problems. 

(41) 
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^ 1 / 2 2 , 2 2\ , 

The general initial value problem can be solved explicitly once the Riemann 
function is known, as shown in Sec. 10.5 (see also Sec. 7). 

* By setting Ω = (£ + η ) ω , we obtain 

whose general solution is given by Z\ in (39). 

1 ί θω θω\ 

If ξ and η are used as independent variables in place of u and v, AVE have 

dv ~ σξ Θη' du ~ σξ θη1 

so that the differential equation for V becomes2 1 

(43) d * v 2 (dV dV\ _ 
Οξβη ξ + η\θξ^ δη/ 

Equation (43) is of the form (10.11) with 

2 
α = b = ——-, c = 0, 

ξ + V 

and the solution of (10.11) was found in terms of a particular solution of the 
adjoint equation (10.12). The adjoint equation for (43) is 

UA) _ 2 . . 4 
^ ; θ ξση f + n W (f + v)2 

Now the general solution of (44) is 

(45) Ω = (£ + v)[F(i) + (? („ ) ] - i ( i + „ ) 2 [F ' (£) + G'd,)], 

where F and (? are arbitrary functions of a single variable.* The particular 
solution, or Riemann function, used in Sec. 10.5 was the one satisfying the 
boundary conditions 

Ω(£ι, = 1, ^ = 6Ω for η = ηι, = αΩ for ξ = ξ ι , 

where ξ ι , 771 were a pair of parameters. I t can be verified by differentiation 
that the Riemann function corresponding to Eq. (43) is 2 2 

Ω(ξ, η; ξι , ηι) = * + \ , [2^ ! + 2ξτ, + (ξ - η)& - m)] 

(46) ( ξ ΐ + 7 7 0 
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5. Application of the speedgraph. Initial-value problem 

The two variables u,p or u,v are determined as functions of χ and t by 
the pair of planar differential equations (18) or (20), respectively. We have 
seen (Sec. 2) that the problem is hyperbolic in all cases; thus there are real 
characteristics and the theorems of Sec. 10.3 can be used. The first of these 
states that if both u and ν are given at all points of an arc A Β in the x,t-
plane nowhere tangent to a characteristic, then the solution is determined 
(at most) in the characteristic quadrangle having A and Β as opposite cor­
ners. A natural problem is to ask for the solution when the initial values, 
i.e., the values of u and υ at t = 0, are given on a certain interval of the 
ar-axis, say from χ = 0 to χ = I. In this case the arc A Β is a segment of the 
x-axis; now the characteristics have slopes u dz a as measured from the 
Z-axis, so that no characteristic can have the same direction as A Β as long 
as u and a have finite values. 

The numerical approximation method described in detail in Sec. 10.3 
consisted of a step-by-step construction of a network of characteristic arcs 
together with the determination of the values of the unknowns at the nodal 
points of the network. Both parts of this program take a very simple form 

t 

F I G . 60. Construction of the characteristic directions at a point Ρ of thex,i-plane, 
for ν = 5a. These directions are given by ΜΝι , MN* . 
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in the present problem if the speedgraph is used.2 3 The pairs of values given 
for the points of the segment A Β map this segment into an arc A'B' in the 
w,?;-plane (Fig. 60). Let P' with coordinates uyv correspond to a point 
Ρ on AB. The characteristic directions at Ρ make the angles arc tan (u ± a) 
with the £-axis. Suppose that κ = 1.4, so that υ = 5a. Then lines from P' 
with slope Z B 5 meet the w-axis in the points IVI and N2 with abscissas u — a 
and u + a respectively. If OM = 1, then the tangents of the angles between 
the vertical direction and the lines MNi and MN2 are u — a and u + a, re­
spectively. Therefore lines through Ρ parallel to MNX and MN2 give the 
characteristic directions at P. 

Also we have seen (Sec. 3) that the (u dz a)-characteristics in the x,t-
plane correspond to the T45 ° lines respectively in the ΐ/,ν-plane. Thus the 
images of the characteristics are very easily constructed and form a rec­
tangular network. Furthermore, the ^-coordinates of a point of inter­
section give the values of the unknowns at the corresponding intersection 
in the χ,Ζ-plane. 

T o carry out the computation, we 1) choose a sequence of points Ρ on 
AB (see Fig. 61), 2) locate the corresponding points P' on A'B', 3) con-

t 

t c 

X 
Α ρ ρ ρ Β 

ν 

» Υ 

F I G . 61. Step-by-step construction of an approximate solution to an initial-value 
problem using the speedgraph. 
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struct the characteristic directions at the points Ρ by means of the parallel 
method described above, leading to a series of intersections Q in the x,t-
plane, 4) find the image points Q'—and thus the values of the unknowns 
at Q—by drawing ± 4 5 ° lines through the points P'. The process may then 
be repeated, starting from the points Q and finding a new set of intersec­
tions R and corresponding points R' whose u,v-coordinates supply the values 
of the unknowns at the points R, until the complete mapping in the x,t-
plane of the network in A'B'C has been determined. Then the values of the 
two flow variables u,v will have been found in the interior of the characteris­
tic triangle ABC, that is, in the whole domain (for t > 0) in which these 
values are determined by the initial conditions. In addition, the direction 
of the particle line, dx/dt = u, at any point Ρ may be found by drawing a 
parallel to the line Μ Ν in the w,v-plane (Fig. 60), where Ν is the projec­
tion of the corresponding point P' onto the u-axis. 

This method works rapidly and with sufficient accuracy for all practical 
cases. Three remarks may be added. First, it is not necessary to take 
OM = 1 in Fig. 60, provided a suitable adjustment is made in the scale of 
t. For example, if it is convenient to choose OM = c ft/sec, then drawing 
parallels still gives the correct lines in the #,£-plane provided that 1 sec 
on the /-axis has the same length as c feet on the #-axis. 

Second, in obtaining the solution for t > 0 only half the characteristic 
quadrangle is used, and it is necessary to choose the appropriate part of the 
image rectangle in the w,v-plane. For t > 0 the (u + a)-characteristic 
through a point P(whose image is the —45° line through the corresponding 
P') must meet the (u — a)-characteristic (whose image is the +45 ° line) 
through the next point to the right on AB within the half-quadrangle. 
Therefore, as one goes along A'B' in the sense corresponding to increasing x, 
the right side of A'B' is to be used as long as dv/du lies between —1 and 1, 
while the left side is chosen when dv/du lies in the interval from + 1 through 
zb oo to —1 (as in Fig. 61). 

Finally, it can happen that some domain in the w,v-plane is covered more 
than once.2 4 For example, suppose that the w,y-values given along the seg­
ment ABC (Fig. 62) lead to a curve A'B'C in the speedgraph with dv/du = 
1 at B'. Then the right side is used from A' to B', giving the solution in the 
triangle ABD corresponding to A'B'D', and the left side is used from B' 
to C", giving the solution in BCE. The solution in DBEF is determined, ac­
cording to the second theorem of Sec. 10.3, from the (compatible) values of 
u and ν along the two characteristics BD and BE. The speedgraph of DBEF 
is the rectangle D'B'E'F'. Thus the region A'B'D' is covered twice t T o 
complete the picture in the #,2-plane, it is best to transfer the lines D'B' 
and ΒΈ', together with the points at which they are intersected by char­
acteristics already plotted, to a new speedgraph figure. The ± 4 5 ° lines may 
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F I G . 62. Double covering of the speedgraph. 
(a) The characteristic net in the x,2-plane. 
(b) Image regions in the speedgraph with Α'Β'Ώ' covered twice. 
(c) Image region B'D'F'E' shown separately. 

De drawn in the rectangle, and the network mapped onto the £,2-plane as 
described above. Each (u + a)-characteristic has an inflection point as it 
crosses BD, corresponding to a reversal of direction along the image line 
B'D' in the speedgraph plane.* 

6. Analytic solution: values given on two characteristics 

A one-dimensional flow problem is completely solved when the values of 
the state variables u,p (or u,v) are known for each point x,t in the :r,/-plane. 
Our methods, however, which are based on the interchange of the original 
independent and dependent variables, will supply χ and t as functions of 
u and v. T o invert this solution, i.e., to solve for u,v in terms of x,t is not 
possible, in general, by the use of known operators. When this situation 
occurs, it is final: no other method of integration can supply u and ν as 
explicit functions of χ and t. 

Giving χ and t as functions of u and v, however, does supply a parametric 

* See Sec. 19.6 for the general study of a "branch l ine" , which appears here 
(namely BD) for the first time. 
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representation for the characteristics in the :r,£-plane (by setting ν + u or 
ν — u equal to a constant), and in most cases this is sufficient for practical 
problems. T o find an analytic expression for the particle lines it is still 
necessary to integrate a first-order differential equation. 

In the remainder of this article we shall deal with the two important 
boundary-value problems introduced in Art. 10, as they appear in one-
dimensional flow. W e shall consider here the linearized form of these prob­
lems where the speedgraph variables u,v are the independent variables and 
shall obtain complete and explicit solutions. In this investigation we shall 
work with the function V(u,v) defined in (27) and the general solution for 
V given in (42). From these equations we find, for the case κ = 1.4, 

, dV /' - vf" 
x — ut = — = J 

9 ~ vg 

(47) 

at = -t = - — 
5 dv 

du 

3/ - 3vf' + v*f" 
+ Sg - 3vg' + vg" 

where / is some function of ξ = ν + u and g is a function of η = ν — u. 
I t then remains to choose/(ξ) and g(y) so that given initial conditions are 
satisfied. Of course, / and g are not uniquely determined; certain arbitrary 
expressions in the one function may be compensated for by terms in the 
other. 

Consider now first the characteristic boundary-value problem,26 wherein we 
are given compatible values of u and ρ along two characteristics starting from 

C 

A / 

F I G . 63. Boundary-value problem with data on two characteristics PA, PB, show­
ing a quadrilateral in which solution is determined in physical plane and in speed-
graph. 
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a common point Ρ in the χ,ί-plane (as in the second of the theorems of Sec. 
10.3). This problem corresponds to "wave penetration'' (see Art. 13). 
Of course, u and ν and the shape of the curves cannot be given independ­
ently, as it is necessary that ν — u be constant along one curve, say PA 
(Fig. 63), and ν + u be constant along the other, PB. Let us use the sub­
script 1 to denote the value of any variable at the point P. Then Ρ cor­
responds to P'{u\,vi) in the speedgraph (Fig. 63), and the characteristics 
are mapped into the ± 4 5 ° lines through P' as shown. Each point Q on PA 
(or PB) corresponds to a point Q' on P'A' (or P'B') determined by the 
values of u and ν at Q. A single one of these, say v, is sufficient to identify 
Q'. Of course, the values of χ and t are known for each point Q' on either 
characteristic (since they are the coordinates of Q in the 2,2-plane), and they 
are uniquely determined if the given values of ν change monotonically along 
PA and PB. Then we have 

along PA: η = ν — u = ηι, % = v + u = 2v — ηχ, 

ν = + ui); 
(48) 

along Ρ Β: ξ = ν + u = ξι, η = ν — u = 2ν — ξι, 

ν = i(fi + *?)· 
The boundary conditions determining the flow pattern must be rewritten 

with ν (or u) as the independent variable, and V(u,v) as the unknown func­
tion. Thus we may consider either dV/du = χ — ut or — dV/dv = at = 
vt/5 as given along P'A' and P'B'. 

(a) Given χ — ut along the characteristics. The data may be assumed in 
the form 

χ — ut = α(ν), ν = J(£ + along P'A', 
(49) 

χ - ut = β(ν), ν = £(& + τ;) along P'B', 

where a(v) and β(ν) are given functions. Of course, a(vx) = β(νι), and this 
value may be taken to be zero by locating the origin suitably on the £-axis. 

When expressions (49) are substituted in (47), and ^ (^ ι ) is abbreviated 
to g'i, etc., we find that / and g must be such that 

f , { & -f{U = « W + A - 94, where ν = 1-(ξ + *), 

ν* ν6 ν1 2 

g i v ) ~,Vg i v ) = -β{ν) + % - where ν = & + ,). 
vz vd vl 2 

The first of Eqs. (50) is an ordinary first-order differential equation deter­
mining/', while the second determines g'. Both are easily integrated. If we 
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(54) 

where the integrals A and Β are known functions of ν; when ν is expressed 
in terms of ξ and η respectively, we have 

/'(f ) = -\ (ί + m ) 2 + C ( * + - ίι), 
(54') 

ff'Gi) = I (ίι + i ? ) 2 + C f e + , ) ( , - m). 

In terms of ξ and η the integrals A and Β have upper limits (ξ + ηι)/2 
and (ξι + η)/2, respectively. Equations (540 solve the problem. By dif­
ferentiation, we find /" and g" and thus χ — ut is given explicitly as a func­
tion of u and v, using the first equation (47) ; this expression is independent 
of C. T o evaluate vt by means of the second Eq. (47), it is necessary to 
integrate the expressions (54) to find / and g, the constants of integration 
being chosen so that the second equation (47) is correct at P'. An example 
will be studied in Sec. 13.5. 

introduce the functions 

(51) A G O = f a(v) dv, B(v) = f β(ν) dv, 

Jvi Jvi 

and if c and k are constants of integration, the solutions of (50) are 

/'({) = -2v2A(v) + g [ - 2vg[ + cv2, ν = ±(£ + Vl), 
(52) 

g'(v) = 2v2B(v) + / i - 2vf" + kv\ ν = + η), 
as can be verified by differentiation. 

Of the six constants /(, /(', g[, gi, c, and k, which appear in (52), only 
two can be chosen arbitrarily. We get two conditions restricting the con­
stants if we evaluate (52) for ξ = ξι and η = ηι, to obtain 

(530 /ί = g'i - 2vigf( + cvi2, g[ = f[ - 2vifi + kv2. 

Furthermore, differentiating Eqs. (52) and then setting ξ = ξ ι , η = ηι 
we obtain 

(53") fi = -gi + cvi, gi = -fi + kvx, 

where we have used ax = βι = 0. The four conditions (53) still leave some 
freedom of choice.2 6 For example, all conditions are satisfied if we choose 

f i = g[ = 0, fi = gi =2Cvi, c = k = 4C, 

where C is an arbitrary constant. Then Eqs. (52) take the form 

/ '(ξ) = -2v2A(v) + 4Cv(v - ν = J(f + m ) , 

g'(v) = 2v2B{v) + 4Cv(v - V i ) y ν = + n), 
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(b) Given t along the characteristics. Here we assume that the values of 
at (equal, in our case, to vt/S) are given functions of ν on two characteris­
tics intersecting at P'(uuvi). These data may be written in the form 

t = a{p) ν = i (£ + ηι) along P'A\ 
(55) 

t = j 8 ( t , ) > v = ΐ ( ξ ι + η) along Ρ'Β'. 

By choosing the x-axis through Ρ we can suppose that t = 0 at υ = v\, 
i.e., that α(^ι) = β(νλ) = 0. If again gx , g[, etc., are written as abbrevia­
tions for g(vi), g'(vi)y etc., the conditions (55) may be written, using (47), 
as 

(56) 3/ - 3vf + v2f" = \vh a(v) - 3gi + 3vg[ - v2g" 

along ΡΆ', and an analogous equation, with/, g, and a replaced by g, /, 
and β, respectively, along P'B'. If we now define 

(57) A{v) =\ £ ( l - fj «(*) dz, Β (υ) = i £ ( l - β(ζ) dz, 

the general solution of (56) is 

(58) / ( { ) = 4vAA(v) - gi + 2g[v - 2gW + + c2v\ 

where ν = J(f + m), and Ci, c2 are constants of integration. An analogous 
equation gives 0(77), introducing two more constants of integration kx , 
k2. 

As in the preceding case, the constants are not independent, and six 
conditions may be found restricting the ten constants / ι , / 1 , /f, gi, g[, 
g", Ci, c2, ki , and k2 , by computing the values /, /', f" at ν = Vi from 
(58) and equating them to/i , /ί, /f, etc. 2 7 Since these conditions are homoge­
neous (for the first and second derivatives of A and Β vanish at ν = vx), a 
possible choice is to have all ten constants vanish. Then the solution takes 
the form 

4 fv 

-v2 (v - z) a(z) dz, ν = J(£ + 771), 
0 JVl 

-v* f (y - ζ)β(ζ)άζ, V = * ( ί ι + η). 

From the formulas (59) and their derivatives, χ and t are expressed in 
terms of u and υ by means of (47). 

These solutions hold for (u,v) in the rectangle A'P'B'C in the speed-
graph plane, corresponding to a curvilinear quadrangle in the x,^-plane 
bounded by characteristics. 

/(ξ) = 4ιΛ4(.) = 

(59) 

g(v) = 4vAB(v) = 
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7. Analytic solution: given u and ν at t = 0 

This is the initial-value problem discussed in Sec. 5; the solution may 
be given analytically in simple form in the case of a polytropic gas with κ = 
1.4. There are given two functions 

(60) u = u(x), ν = ν(χ), α ύ x ύ b, 

representing the velocity and density distributions at t = 0, along an 
interval of the x-axis from χ = a to χ = b. We assume that Eqs. (60) give 
a one-to-one correspondence between the segment A Β of the x-axis and an 
arc A'B' (Fig. 64) in the speedgraph plane which at no inner point has a 
tangent in the ± 4 5 ° directions. In a contrary case such as the one ex­
plained at the end of Sec. 5 (see Fig. 62), the solution is obtained in several 
sections, each part satisfying either boundary conditions of the type here 
considered or those of the characteristic initial-value problem, for which 
the analytic solution has been given in the preceding section. 

Under the above hypotheses, to each point P' interior to the speedgraph 
triangle A'B'C there correspond exactly two points on A'B': P[, having 
the same value of ξ = ν + u as P', and P2, having the same η = ν — u. 
The points P i and P2 correspond to two distinct points on AB, whose 
^-coordinates we designate as χι(ξ) and χ2(η), respectively. Analytically, 

is the inverse of the function ξ = ν (χ) + u(x), and χ2(η) the inverse 
of η = ν (χ) — u(x). Each point P' in A'B'C can thus be characterized by 
the two quantities or α coordinates'' χι(ξ) and χ2(η). The ^points on the 
boundary A'B', and these points only (which correspond to t = 0) , are 
characterized by #i(£) = χ2(η). This suggests using xi(£) and χ2{η) to de­
termine the form of the functions/(ξ) and g(v). 

When t = 0 Eqs. (47) have the form 

f ' - Q ' - v(f" - g") = v\ 
(61) 

3 ( / + g) - ΜΓ + 9') + v\f + g") = 0, 

where υ is a given function of x, from (60). The values of u as a given func­
tion of χ also enter into (61) by way of the arguments ξ and η of / and g. 

ν 

u 

FIG . 64. Location of the points P[ , P'2 in the analytic solution of an initial-value 
problem. 
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I t is easily verified that the left-hand member of each of these equations 
is not changed if we add α 0 + £(B 0 + £2Co t o / and — α 0 + 7?(Bo — i?2<30 to g, 

where Go, (Bo, and 6 0 are any constants. This fact suggests that, as in the 
well-known method of " variation of parameters'',/(ξ) and 0(77) should be 
set up in the form 2 9 

, x /«) = <*[*(*)] + + ?e[x(£)], 
(62) 

g(V) = -α[χ(η)] + η®[χ(η)] - ηβ[χ(η)]. 

The new α, (Β, C are functions of a single variable, to be chosen so that 
the conditions (61) are satisfied. These conditions apply only for t = 0, 
and therefore for χ (ξ) = χ(η), so that we may work with G, (B, (B simply 
as functions of χ and write 

β ' _ d& _ dd d£ _ dd _j_ ^ _ dd άη _ ad ^, ^ 
dx άξ dx άξ άη άχ άη ' 

etc. Then for points on the boundary arc A'B' we have 

/ = a + f(B + £ 2e, g = - α + T?(B - 7?2β, 

(63) /' = (Β + 2£C + F i , </' = (Β - 27,6 + F 2 , 

/ " = 2e + z1, </' = - 2e + z 2 , 

where the F t and Z t are the functions of χ defined by 

(υ' + u') Y1 = a' + { © ' + ξ 2 β ' , (ι/ - w') F 2 = - a' + η<&' - η2β', 
(64) 

(υ' + u')Z1 = Υ[ + (Β' + 2 { β ' , (ι/ - u ' )Z 2 = F 2 + (Β' - 2776'. 

When the expressions in (63) are inserted into the conditions (61), these 
reduce to the conditions 

Yi ~ Y2 - v(Zx - Z 2 ) = v*x, 
(65) 

3 (F X + F 2 ) - v(Z, + Z 2 ) = 0. 

Equations (64) and (65) are six linear relations among the seven variables 
α', (Β', C , Fi , F 2 , Zi , Z 2 . T o eliminate α', (Β', β', we multiply the 
equations in the second line of (64) by — ν and add all four equations to­
gether, obtaining 

v(Y[ + ΥΪ) = v' HZ, + Z 2 ) - ( F x + F 2 ) ] 
(66) 

+ u' HZ, - Z 2 ) - (Fx - F 2 ) ] . 

The values Zx =b Z 2 may be taken from (65), yielding 

Y ' l + Y ' 2 - 2 L ( Y l + γ2) = - v'xu , 
V 
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This is a linear first-order differential equation for the function Fi + F 2 , 
and its general integral is 

(67) Fi + F 2 = - ν j xu dx = - ν f χ du = - v2V(x), 

where the lower limit of integration is arbitrary. On the boundary A'B1', 
which corresponds to t = 0, the expression dV/du — χ — ut reduces to x, 
and dV'/dv — —at to zero; thus the integral of χ du, which we have called 
V{x), is the value of V(u,v) at the point of A'B' corresponding to the 
point χ on A B. 

Since only six relations govern our seven variables, one choice is open. 
We decide to set 

(68) Fx = F 2 = - t V(x), Y[ = Y ' 2 = - vv'V(x) - l- fxu'. 

Then Eqs. (65) determine Z\ and Z 2 , and finally any three Eqs. (64) serve 
to determine (Β', (Β'. The results are 

a'(x) = \ (v2 - 3u2)u' + υ [x(v2 - u2) + 2uV)v', 
4 4 

(69) (B'fc) = * Y - U U ' + V-(xu- V)v', 

β {χ) = — —— U — - XV . 

4 4 
The right-hand members are expressed entirely in terms of the given func­
tions u(x) and v(x), since the function V(x) is defined by (67). Then /(£) 
and ^(T?) are given throughout A'B'C by (62), with 

a'(x) dx, α[χ(η)] = / a'(χ) dx, etc; 
the lower limits in the integrals are arbitrary, but must be the same in each 
pair of integrals. 

Examples 

(a) Let a and β be distinct constants, and suppose that for t = 0 

u = αχ, ν = βχ, for all x. 

Then 

/

χ Xdu = ̂ x\ ξ = (β + a)x, η = (β - a)x, 
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Equations (69) read 

a'(x) = | (20 2 + 3«2)(/J2 - a2), « ' ( * ) = + 3a 2 ) « , 

G'(x) = - | (2/32 + 3 « 2 ) . 

Then, if Eqs. (70) are evaluated, with lower limit 0, and substituted into 
(62), we find 

/(«) = 9(v) = <V 
with 

r = 1 8β2 + 9αβ + 3α2 „ = 1 8ff2 - 9αβ + 3α 
1 240 (0 + α) 3 ' 240 (0 - α) 3 

Together with (47) these solutions give t, χ — and therefore z, as func­
tions of u and v. 

(b) A particularly simple formula results if u(x) = 0, so that the flow 
starts from rest.3 0 Then V(x) in (67) is 0, Eqs. (68) give Yx = 7 2 = 0, and 
finally from (69) we get 

a'(x) = |i>V, (B'(x) = 0, e'(x) = -\vv. 

Here we may find/' and g' directly from Eqs. (63), rather than follow all 
the steps used in the general case: 

/'(*) = 2£C = -|J W dz, g(v) = -2τ76 = I J xvv dx. 

In this case, £ = v(x) + w(:r) reduces to ξ = v(x), so that if χ = α (ν) de­
notes the inverse function of ν = v(x), we may write 

/'(*) = - I /* α(υ) υ dv, g'(v) = \ f a(v) ν dv. 

I t can be verified that this result agrees with that obtained from the for­
mulas that give the solutions in the general case. 
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Article 13 

Simple Waves . Examples 

1. Simple waves; definition and basic relations 

In the preceding article we treated some problems of one-dimensional 
nonsteady flow by transforming from the χ,/-plane onto the speedgraph 
plane of the variables u,v. In general, any finite region of the x,/-plane is 
mapped onto a finite area in the w,v-plane, and any element of area dx dt 
is transformed into an element of area in the speedgraph. The extreme de­
generate case is that of uniform flow: u = constant, ρ = constant, where 
the entire χ,/-plane corresponds to a single point of the speedgraph plane. 
In between lies the case, now to be considered, in which the whole £,/-area 
is mapped into a single arc Γ in the speedgraph plane and each element of 
area dx dt is transformed into an element of arc on Γ. This type of flow 
has been given the name simple wave, for reasons which will appear below. 3 1 

As was mentioned in Sec. 10.6, this situation can occur only when the Ja-
cobian of the transformation mapping the physical plane into the Μ,ν-plane 
vanishes at all points; consequently some of the results of the preceding 
article are not applicable, e.g., Eq. (12.23). 

The curve Γ in the speedgraph plane cannot be an arbitrary curve. In­
deed, we have seen that the (u ± a)-characteristics in the .r,/-plane are 
always mapped into the =F45° straight lines in the u,v-plane. A t a point Ρ 
with coordinates x,t one of the two line elements dx/dt = u ± a may be 
mapped into the point P', but certainly not both of them, for then the 
whole element of area dx dt at Ρ would map into a single point. Thus each 
element of arc on Γ must be the image of an element of arc of a character­
istic and have either the +45 ° or —45° direction. Accordingly we can dis­
tinguish two kinds of simple waves, which will be called forward and back­
ward waves, respectively. In the first case the complete speedgraph consists 
of a single line in the +45 ° direction, with equation ν = v0 + u\ in the 
whole flow pattern (that is, for all χ and all t) the difference ν — u has a 
constant value. In a backward wave the speedgraph is a line ν — v0 — u 
and the sum ν + u is constant for all points of the flow. 

In both kinds of simple wave each curve of the second set of character­
istics is mapped into a single point of the line Γ, since the image must lie 
on the line Γ and on a line having the other of the ± 4 5 ° directions. This 
means that along these characteristics u and ν are constant, and with ν also 
ρ and a. Since the slope of these characteristics, measured from the /-axis, 
is either u + a or u — a, it follows that the curves of this second set of 
characteristics must be straight lines. Thus we arrive at the following defi-
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cross 
characteristics 

FIG . 65. Construction of a forward rarefaction wave. Assumed given: The en­
velope Ε of straight (u + a)-characteristics in the z^-plane, and the - f 45° line Γ + : 
ν = VQ + u forming the speedgraph. 

nition :* A simple wave is a flow pattern in which one set of characteristics in 
the x,t-plane consists of straight lines along which u and ν (and also ρ and a) 
have constant values. Μoreover, in a forward wave υ — u, and in a backward 
wave ν + u is constant for all χ and t; in the first case the straight lines are 
the (u + a)-characteristics, while in the second they are the (u — a)-character­
istics. The characteristics of the other set, e.g. the (u — a)-characteristics 
in the case of a forward wave, are usually called cross-characteristics. 

The expression " w a v e " refers to the fact that the state u, p, i.e., the 
geometrical point at which u and ρ have a given pair of values, "progresses" 
at constant speed, u + a or u — a, while, of course, any material particle 
moves with velocity u. Thus, a forward wave propagates forwards relative 
to the moving particles, while a backward wave propagates backwards. Ob­
viously a uniform flow, u = constant, ρ = constant, with two sets of 
straight (and parallel) characteristics, is a limiting case of a simple wave. 

In Fig. 65 is given an example of a forward wave. I t is assumed 1) that 
the 45° line Γ in the speedgraph plane has equation ν = v0 + u, where 
is arbitrary; and 2) that the straight-line characteristics are an arbitrary 

* The proof that such a flow pattern does in fact satisfy the equations of motion 
follows the same lines as the proof for simple waves in the x,y-plane given in Sec. 18.1. 
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given set of lines in the :r,£-plane, tangent to an envelope E. From these 
data the flow pattern can be derived in the following way. As in Sec. 12.5, 
the three directions u — a, u + a corresponding to any point on Γ (such 
as point 2 in the figure) may be found by means of the vertical line 2-2° 
and the lines with slopes ± 5 , 2-2' and 2-2". The straight characteristic 
that maps into the point 2 on Γ is the tangent to Ε which is parallel to the 
line M2". A t any point on this characteristic the direction of the particle 
line is that of M2° and the direction of the cross-characteristic is that of 
M2'. Thus these two sets of curves, particle lines and cross-characteristics, 
are determined respectively by two direction fields; analytically, each set 
is determined by a single ordinary differential equation of first order. The 
isoclines for either set are the straight-line characteristics. If both parts of 
Fig. 65 are reflected on a vertical axis, they picture a backward wave. In 
this example the particles move (in both cases) from points of higher pres­
sure (greater v) to points of lower pressure. This type of flow is called a 
rarefaction wave. One may, however, reverse simultaneously the signs of u 
and t in any flow pattern, as may be seen from Eq. (12.20). Geometrically, 
this means that the first of Fig. 65 is reflected in a horizontal axis and the 
other in a vertical one. Then we have a compression wave (backward or for­
ward), and the particles move so that pressure increases. I t is seen that 
the density changes in the same sense as the velocity in a forward wave 
(both diminish in Fig. 65), and in the opposite sense in a backward wave, 
i.e., if u increases, then ν decreases. The two solid lines with slopes ± 5 in 
the second part of Fig. 65 are the boundaries between subsonic and super­
sonic flow, as mentioned in Sec. 12.3. A t a sonic point one of the two charac­
teristics in the a:,2-plane is vertical. 

A physically possible flow is represented only by portions of the x,i-plane 
in which the straight characteristics do not cross each other. Intersections 
occur necessarily in the neighborhood of the envelope E. Moreover, the 
particle lines approach each other, which means that the density increases 
indefinitely, as they come closer to E. Thus the following difference between 
rarefaction and compression waves can be stated: For given initial condi­
tions at t = 0, the rarefaction wave can extend to t = QO , while the compres­
sion wave is restricted to a finite interval of time. 

Having constructed the flow geometrically, let us now consider the 
analytic solution, which can be found starting from the same data: the 
constant and the chosen set of straight characteristics. Let the latter be 
given in terms of a parameter β in the form 

(1) X = Χο(β) + fit. 

Obviously, β is the slope of the characteristic as measured from the i-axis. 
Then, using the upper signs for a forward (and the lower for a backward) 
wave, we have 
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(2) β = u zfc α, ν = v0 ± u, ±β = a + ν — v0. 

Since ν is a known function of a (equal to 5a in the case of a diatomic gas), 
the last equation serves to express a in terms of β. W e can then define an­
other function F of β by 

(3) \ o g F = ^f^.. 

J a 

Differentiation of (1) gives 

(4) dx = (xo + t)dfi + β dt. 

Now particle lines are defined by the condition dx = udt. When the differ­
entiation in (4) takes place in the direction of a particle line, i.e., if dx is 
replaced by u dt we find 

( 5 ) %*'-¥-<>• 
where β — u has been replaced by ± α from (2). Integration of (5) now 
yields 

(6) 

Equation (6) gives t as a function of β (and a constant of integration C) 
along a particle line; when (6) is substituted in (1) , we obtain χ also as a 
function of β and thus have a parametric representation of the particle 
lines. 

On the cross-characteristics the condition is dx = (u Τ a) dt, and when 
this is used to replace dx/άβ in (4) , we obtain Eq. (5) with the denominator 
a replaced by 2a, and Eq. (6) is replaced by 

(7) 

In the polytropic case ν = 2a/(κ — 1) [Eq. (12.19')] so that from (2) 
and (3) 

a = v ± ± l , F = (vo ± βΓ>\ where h2 = K-±^; 
hl κ — 1 

and therefore from (6) and (7) 

(60 t = h\v0 ± βΓ" [ τ f χΌ(υο ± β?κ'-1) άβ + c], 

(70 t = \ h\vo ± /Τ* " * [ = F / " x'oivo ± β ) ^ ^ . ά β + Ci]. 
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From Eqs. (6) and (7) we can deduce the following property of either 
set of curves, particle lines or cross-characteristics. The integral curves, par­
ticle lines or cross-characteristics, corresponding to equidistant values of the 
constant, Co, Co + c, Co + 2c, · ·, intersect any straight characteristic at 
equidistant points. 

2. Centered waves3 3 

A particularly simple case occurs when the envelope Ε reduces to a single 
point, i.e., when the set of straight characteristics consists of radii ema­
nating from one point. A flow pattern of this kind is called a centered wave. 

If we suppose that the center lies at the origin, the quantity x0 in Eq. (1) 
vanishes and (1) reduces to β = x/t. For polytropic flow Eq. (60 now gives 

/ x\~h2 it \ 2 / u + 1 ) 

(8) t = k[vo±-\ or ± x = - v 0 t + k { ^ ) 

as the equation for the particle lines, and Eq. (70 gives 

(9) t = hi [vo ± - J  or ± x = -vot + fci (J-J 
as the equation for the cross-characteristics. These equations include all 
four cases of centered waves (forward or backward, compression or rarefac­
tion). The constants k and k\ , which single out individual curves, have 
positive values in the case of a rarefaction wave and negative values (to­
gether with negative t) for a compression wave. The velocity u = dx/dt can 
be found by differentiating (8) or, alternatively, by solving for u in the re­
lations (2), with β = x/t: 

(10) u = 
κ + 

where α 0 = (κ — l)vo/2 is the sound velocity at a stagnation point (which 
occurs when the particle line has a vertical tangent). From (10) and υ = 
Vo ± u there follows 

ίΛ Λ\ I * ^ \ ^ * 
(11) υ = db——- - + = — r 

κ + 1 ί κ + 1 κ + 
Since dx/dt = u becomes infinite as we approach the origin along any par­
ticle line, as can be noted from (8) and (10), we see that the center of the 
wave corresponds in a certain sense to the state \u \ = , ν = oo (and 
therefore ρ = oo and a = o o ) . On the other hand, since on each ray through 
the center u and ν have constant values, the center is mapped into the 
whole line Γ of the speedgraph. 
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By means of (11), Eqs. (8) and (9) can be written as* 

t = constant-v~ h 2 = to ( - ) on a particle line, 

1') 
2 (V V 2 / 2 

£ = constant · ζΓ λ / 2 = to I  )  on a cross-characteristic. 
Then, from (10) we obtain, for later use, 

χ - ut = ~2(x ± v0t) = ^~2^ v t 

I \  2 / U - l ) 

( l l " ) = ±a0t0 I^J  on a particle line, (3-Κ)/2(Κ-1) 
on a cross-characteristic. 

Since i; is proportional to a and a2 is proportional to p * - 1 , one concludes 
from (11') that, for a given particle, ρ is proportional to the —2/(κ + 1) 
power of \t\, where | t | is the time elapsing between the actual state and 
the state \u \ = P O , ρ = oo . Consequently the density ρ changes monotoni-
cally, decreasing in rarefaction waves, increasing in compression waves. 

Figure 66 shows the particle lines for various values of the constant k 
and the speedgraph of a forward rarefaction wave, with VQ = 5, κ = 1.4. All 
other waves of the same type are obtained by affine transformations, while 
reflections in the x- or /-axis or both supply waves of the other three kinds 
(see Fig. 67). As has been mentioned, the "center" point on each particle 
line corresponds to the state \u \ = ° o , ρ = °° (and to the point at infinity 
in the speedgraph); by setting / = oo in (11'), we see that the point at in­
finity on each particle line corresponds to u = Ψν0 = =F2o 0/(^ — 1), 
and ν = 0 in the speedgraph. A physically possible centered wave can 
be represented only by a portion of one of the four regions indicated in 
Fig. 67. 

If C is the constant in the polytropic relation, i.e., C = p/pK, then Eqs. 
(12.190 and (11) give 

( 1 2 ) ' - Ĝ g")"'""" = 

2 / U - l) 

* For Eqs. (11') and (11") U is a parameter which varies with the particle line or 
cross-characteristic; it is the time at which u = 0 on the curve considered. On the 
other hand, VQ and ao are constant for the whole flow. 
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FIG. 66. Example of a centered forward rarefaction wave: vo = 5. Shown are 
particle lines for equidistant values of the constant k. 

Together, (12) and (10) determine the derivatives θψ/θχ = ρ and θψ/dt = 
— pu of the particle function ψ(χ,ί) of the centered wave. One can easily 
verify by differentiation that 

( i s ) M) = ± l tfV^r"-" (vo ± jj'. 

On the other hand, the potential function Φ(χ}ί) has u as derivative with 
respect to χ and 

- ϋ - Ρ = 
2 2 

u 
2 

Κ — 1 2 
V 

κ - 1 2 4 

as derivative with respect to t. These conditions are fulfilled by the expres­
sion 

(14) Φ(Χ,$ = (τ ^ a*) ^-τ α° 2· 

It is seen that the centered simple wave is one of the examples discussed in 
Sec. 7.4 [example (a) with c2 = 0] and in Sec. 12.2 [the example of a solution 
for (12.17c)]. 

For each point (x,t) the Mach number is given by 

(15) Μ = _ l«l _ 2 I u I = 2 I χ =F a4\ 
— I t ) κ — 1 Vot db X 
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FIG . 67. The four types of centered simple wave. Corresponding changes in the 
two planes. 

with the upper signs for a forward wave and the lower signs for a backward 
wave. 

3. Other examples of simple waves 

Let us assume that the envelope Ε of the straight characteristics consists 
of two arcs AB and CD (see Fig. 68), both tangent to a straight line BC. 

D 

υ 

FIG. 68. Limited simple-wave disturbance. 
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We suppose further that the tangents at A and D are parallel and have 
slope α,ο, the sound velocity at u = 0, measured from the /-axis. Then for 
a forward wave the image of that part of the x,/-plane covered by the 
tangents to Ε is the segment A'B' of the 45° line, where A' (= D') has the 
coordinates u = 0, ν = v0, and the endpoint B' ( = C") with coordinates 
uh vh say, may be found by reversing the usual construction: draw the 
parallel to BC through Μ in the speedgraph plane and then the line with 
slope —5 meeting the 45° line at B'. The flow pattern in the x,/-plane is 
uniquely determined in the region mapping into A'B', i.e., in the region be­
tween the parallel tangents at A and D, with the exception of the two 
regions AAB and DDC in which tangents to Ε intersect each other. Since 
the tangents at A and D are characteristics, the solution in the adjoining 
region may be analytically quite different provided merely that the com­
bined solution is continuous along these lines. Thus we may assume that 
u = 0, ν = v0 outside these parallels. The map in the speedgraph of these 
regions is then the point A'. 

In the time interval determined by the two horizontals through Β and 
C, say / = Z_2 and / = Z2, the motion is determined for all x. The pajticle 
lines can be constructed easily by means of the speedgraph or can be com­
puted according to the formulas developed in Sec. 1. W e wish however to 
study how the w-values, considered as functions of x, change in time (see 
Fig. 69). 

A t the time / = Z0, the midpoint of the interval mentioned above, the 
velocity is zero for all points to the left of A0, it increases as we cross the 
straight characteristics from zero at A0 to the maximum value u, at Ο 

• x 

FIG. 69. Distortion of the velocity profile. 
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(which maps into Β'), and then drops to zero again at D0. If the arcs A Β 
and CD are symmetric with respect to the point 0, the curve of u versus χ 
will be symmetric with respect to the line χ = constant through 0 (see the 
middle diagram of Fig. 69). Now the u-values are constant along a straight 
characteristic. Thus, if we examine the w-values along t = ti, the same 
w-values are found, but further to the right, corresponding to greater values 
of x. I t is clear, however, that the rate of movement to the right is largest 
for the maximum value u\ and least for the end values. The analogous phe­
nomenon, only with shifting to the left, takes place if we pass from / = to 
to t = L.i (see Fig. 69). 

This flow pattern obviously represents the behavior of a limited dis­
turbance within a fluid otherwise at rest and it shows clearly that the ex­
pression " w a v e " is appropriate. The two endpoints of the disturbance 
progress at the rate a 0 while the culmination point moves at a higher speed, 
(see DoD and AD in Fig. 69). Thus, the front part of the wave is steepened, 
while the rear part is flattened out. This result may be compared with the 
results of Sec. 4.2 for a small perturbation where we found that each part 
of the initial disturbance progresses, unchanged in shape, at the sound 
speed ao · There, however, in omitting the terms of higher order in the 
basic equations, we made the problem in the x,/-plane a linear one, so that 
the characteristics were the same for all solutions and, in fact, the parallels 
of slope ± a 0 . The exact solution, here considered, shows that the charac­
teristics are divergent to the rear of the flow and convergent to the front; 
this brings about a distortion of the curves of u versus x. Further, ν — u is 
constant for the whole flow, so that the distortion of the curves for v, and 
therefore for ρ and p, is similar. 

If we extend the time value t to the lower or upper limit of the time in­
terval (t-2, t2) in which the flow pattern is determined for all x, we find 
that du/dx becomes infinite on one side of the crest of the wave. 3 4 The 
solution breaks down completely for values of t outside the time interval 
(t-2, t2). For instance, at t = L_3 and t = /3 there is more than one value of 
u determined by some values of x* 

Another example of a simple wave solution is shown in Fig. 70. In a tube 
extending to infinity in both directions the fluid is initially at rest; the 
value of a is the same everywhere, a0 ; and ν is constant, say ν = v0. Sup­
pose that at t = 0 a piston starts moving toward the right from the position 
χ = 0 according to the law χ = x\(t), represented by the curve C.3 5 The 
tangent to C at the origin is vertical, so that the velocity of the piston is 

* The breakdown is not due to the discontinuity in slope of the ΐί,χ-curve, and 
clearly occurs in every case of a limited simple wave disturbance. In fact, it is eas­
ily seen that, for increasing t, du/dx first becomes infinite at a point corresponding 
to that of maximum negative slope on the initial w,z-curve. 
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continuous at t = 0. The curve C is the particle line for all particles adjacent 
to the piston on either side. The initial conditions u = 0, ν — vQ uniquely 
determine the state of rest u = 0, ν = vo at all points within any character­
istic quadrangle determined by a segment of the x-axis to the right or left 
of the origin. The characteristics for this state of rest are the straight lines 
whose slopes, measured from the f-axis, are =ba 0. Thus the two straight 
lines OA and OB with slopes Ψαο limit the outside regions in which the 
velocity is identically zero. The flow pattern between OA and OB is de­
termined as follows. Each point Ρ on the Xi-curve has a velocity u, repre­
sented by the slope of the tangent at P. Then Ρ is mapped in the speed-
graph into one of the points P' or P" with abscissa u and lying on the + 4 5 ° 
or —45° line through 0' with coordinates 0, v0. Since OA is a (u — ^-char­
acteristic and OB a (u + a)-characteristic, the area between OA and C is 
covered by a backward wave and maps into the —45° line, while the area 
between OB and C is covered by a forward wave, mapped onto the + 4 5 ° 
line. Using P' for the right and P" for the left part of the flow, one can con­
struct the two straight characteristics at P, using the lines with slopes ± 5 
in the speedgraph. Along each of these lines u and υ are constant, so that 
one can proceed to the construction of the particle lines. 

The pressure values (determined by the v-values) are different on the 
two sides of the piston. The difference in v-values is given by the distance 

t 

FIG. 70. Construction of the two centered simple waves in the case of a disturbance 
caused by a piston moving in a gas at rest along a path C. 
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P'P". T o bring about this flow, it is necessary to apply to the piston an ex­
ternal force toward the right, gradually increasing it to give the appropriate 
difference P ' P " . 

The flow to the right is seen to be a compression wave. This type of 
solution of a flow problem breaks down after a finite time interval. W e shall 
discuss this in Art. 14. 

The rarefaction wave to the left continues indefinitely. When the piston 
reaches the speed u = v0 (point P" in the speedgraph), the particles adja­
cent to the piston have attained maximum speed; any further increase in 
the velocity of the piston leaves a cavity, in which ρ = 0, between these 
particles and the piston, while the velocities of all other particles tend 
asymptotically to the value u = v0. 

4. Combination of simple waves 

If the values of u and ρ are constant in any finite region of the #,£-plane, 
the flow in any adjacent neighborhood can only be a simple wave. This is 
seen immediately from the fact that a region of constant u,p is mapped 
into a single point in the speedgraph plane. Then, any adjacent neighbor­
hood cannot map into an area in the speedgraph plane and must correspond 
to an element of arc passing through that point.* (Of course, the notion of 
simple wave includes the limiting case of uniform flow.) 

A simple wave can form the transition between any uniform state: u = 
U\, ρ = pi , and another such state: u = u2, ρ = p 2 , provided that either 
u + ν or u — ν has the same value in both states. (Since ν cannot be 
negative, u2 — U\ must be less than Vi or greater than — vh respectively). By 
combining a forward and a backward wave, and inserting a uniform motion 
in between, any final state can be reached. An example is shown in Fig. 71. 
Here u = 0 at the beginning and at the end of the motion, but pressure 
and density have increased corresponding to the change in ν from A' to C. 
The flow in the x,£-plane is not unique, however, since both envelopes E\ 
and E2 of the straight characteristics can be chosen arbitrarily. The only 
restriction is that the critical regions, bounded for each wave by the two 
extreme characteristics and the envelope, be outside the flow region. For 
the first simple wave the two extreme straight characteristics in question 
are the ones which are parallel to the line segments MA\ and MBi in 
the speedgraph; and for the second, the ones parallel to MB2 and MC2. 
In our example v0 and v2, that is, the ordinates of A' and C", have the ratio 
1:1.2; with κ = 1.4, this corresponds to a compression ratio of (1.2) 5:1 ~ 
5:2. This ratio appears clearly in the figure as the concentration of the 
vertical particle lines at the end of the flow compared to that at the begin-

* A more formal proof follows lines similar to those for the plane case (Sec. 18.1). 
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u 

FIG. 71. The use of a pair of simple waves to effect a given compression without 
resultant motion. 

ning of the flow. T o induce the flow indicated in Fig. 71, two pistons must 
be used, having, respectively, the motions of the first and last particle lines. 

In order to choose, from among all possible flows in the x,/-plane, one 
which achieves a given compression as quickly as possible, we use centered 
waves with the centers located as shown in Fig. 72. (The subscripts 0, 1, 
and 2, when attached to u, v, or a, will signify the values of that quantity 
in the initial, intermediate, and final uniform flow regions, respectively.) 
Here the left piston is first accelerated up to the velocity ux = (v2 — v0)/2 
and then moved at constant speed, with v-value Vi = (v2 + Vo)/2, 
until the desired compression is attained; the right piston remains at 
rest until the time t = h = k/ao, when the first wave reaches it, and it 
must then start moving with speed U\ and be decelerated down to u2 = 0. 
The compression ratio is k/h . The time interval t2 (see Fig. 72) can be com­
puted by applying Eq. (8) to the second wave, and the time required for 

t tilt 
4 -

I 1 0 — J 

FIG. 72. Effecting a given compression in the shortest time. 
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ν 
G 

Ε 

•χ u D A θ 
FIG. 73. Penetration of two simple waves. AEFC and BE^F\C are the simple wave 

regions, and CFGFX the region of penetration. 

the whole process turns out to be 3 6 

With a combination of a forward and a backward wave any compression 
ratio can be realized. I t will be seen later (Sec. 14.6) that no solution of 
similar type exists if the right-hand piston is kept entirely at rest. 

As another example we study the penetration of two simple waves. I t is 
assumed (see Fig. 73) that at t = 0 the interval AB contains gas at rest: 
u = 0, ν = VQ . This uniform state then obtains throughout the triangle 
ABC, where AC and BC have slopes =ba0 measured from the /-axis. In the 
speedgraph, the entire triangle ABC maps onto one point A'. T o the left, 
along AD, and to the right, along BDi, some disturbance is imposed. The 
given values of u and υ along these segments map them in the speedgraph 
onto two curves A'D' and A'D[ . (Bf coincides with A', as does C.) By 
means of the methods described in Sec. 12.5 and Sec. 12.7, the flow pattern 
corresponding to the areas A'D'E' and A'D[E[ can be developed. In the 
areas adjacent to AC and BC the flows must be simple waves mapping onto 
the characteristics A'E' and A'E\, respectively. The areas in which these 
simple waves occur are bounded by straight characteristics EF and E\F\ , 
which are mapped into the points E' and E[, respectively, and by the 
cross-characteristics CF and CFi , which must map into A'E' and A'E[. 
At C the two simple waves meet and the problem to be solved is the sub­
sequent flow in the penetration region CFGFi , which maps into the rec­
tangle A'E'G'E'i in the speedgraph.3 7 

The data for this problem include: the curves CF and CFi in the physical 
plane and the compatible u,v-v&\ues along these curves, with ν — u = vQ 

along the first and ν + u = vQ along the second. From these data we know 

(16) 
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the functions a(v) and β(ν) of Eq. (12.49), namely, 

(17) χ — ut = a(v) along CF, χ — ut = β(ν) along CFi. 

The formulas developed in Art. 12 then supply an explicit solution of the 
problem,* giving, for example, the coordinates of the point G, etc. 

If the two simple waves to the left and to the right are symmetrical cen­
tered waves, the computation can be carried out easily. By shifting the 
x-axis if necessary, we may place the centers on the x~axis and use these 
points as A and B. I t was shown in Sec. 2, Eq. (11") , that along a cross-
characteristic for a centered wave the value of χ — ut is proportional to the 
— (3 — κ)/2(κ — 1) power of v, e.g., for κ = 1.4, it is proportional to v~2. 
In deriving this equation it was assumed that the center of the wave was 
at χ = 0. Here, if we choose the /-axis through C, whose ordinate is tQ, the 
centers are at χ = ztaoto = =bi>0Zo/5. Then the value of χ in Eq. ( I I " ) is to 
be corrected by this amount, so that for the left-hand wave 

(18) 

A(v) = f a(v)dv = -4^{v - v0)\ 

I t is not necessary to examine β(ν), etc., because of the symmetry of the 
whole problem, which means that the functions / and g of Sec. 12.6 are 
identical. For convenience we choose the constant C in Eq. (12.54) to 
be ζ Λ / 2 0 . Then since ξι = ηλ = vo, Eq. (12.54) gives 

(19) 
M =\ votoviv - vo) (v - F)  = j * { ( I 2 - vo2) 

g'iv) = I v0tov(v - Vo) (v - = ^ - vo2). 

By differentiation and integration we derive from (19) 

(20) / " = ^ ( 3 ξ 2 - ^ ) , / - g t f - O * 

and analogous expressions for g" and g. If these are introduced in (12.47) 
we find, after some algebraic rearrangement,3 8 

x - ut = ^ (u* - 3v* - vo2) 

( 2 1 ) Γ » π 
1 = l £ 1 / + ν 1 + " ° 4 - 2 m V + % 2 ) + Λ  • 

* Since /(£) in (12.47) is determined by a (v) alone, see (12.54'), it represents the in­
fluence of the wave on the left, and, similarly, ς ( η ) that of the wave on the right. 
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These two equations supply the values of χ and t corresponding to each 
point (u,v) of the rectangle A'E'G'E'i. In particular, corresponding to G' 
we find the x,t-values for the " end " of the penetration. 

The results expressed in (20) and (21) can be checked by computing the 
values of χ — ut and t along the characteristics CF and CFi as functions of 
v, setting u = dz(v — v0), and comparing them with the values along cross-
characteristics given by (11') and (11" ) , corrected for the fact that the 
centers are not at the origin. Moreover, χ — ut satisfies the differential 
equation (12.34) with η = —2, and t satisfies the same equation with 
η = - 3 . 

Article 14 

Theory of Shock Phenomena 

1. Nonexistence of solutions. Effect of viscosity 

Assume that at t = 0 the interval A Β of the z-axis is occupied by a fluid 
mass in a state of rest and at uniform pressure: u = 0, ν = v0 = constant. 
If we draw through A and Β (see Fig. 74a) the two straight lines of slope 
±αο (where a 0 is the sound velocity corresponding to v0 and the slopes are 
measured from the £-axis) and the vertical particle lines representing the 
state u = 0, ν = v0 for all points (x,t) within the triangle ABC, this solution 
certainly satisfies the general differential equations (11.2), (11.3), and (11.4), 
regardless of whether viscosity and heat conduction are admitted, and also 
satisfies the initial conditions at t = 0. In the theory, developed in Art. 
12, of an elastic, inviscid and nonconducting fluid, the solution is uniquely 
determined within the characteristic quadrangle, of which ABC is the upper 
half, by the conditions along AB. This means that the differential equa­
tions of an inviscid and nonconducting fluid have no solution in ABC con­
sistent with the given initial conditions other than the solution u = 0, 
ν = v0 everywhere in ABC. [Such a fluid is necessarily elastic by virtue of 
the entropy being initially the same for all particles (see Sec. 2.3).] 

On the other hand, it is undoubtedly possible to subject an actual fluid 
mass between A and Β to some additional conditions. For example, the fluid 
may be contained in a cylindrical tube with a solid piston initially at rest at 
the point A. Suppose we start moving the piston to the right according to an 
arbitrary law χ = f(t) subject only to the restriction that df/dt = 0 at t = 0. 
This law may be represented by the curve AD in Fig. 74a, and this curve is 
necessarily the particle line for the fluid particle initially at A. Nothing can 
prevent us from moving the piston so that the point D falls within the tri-
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angle ABC?9 Thus, a contradiction is apparent. The velocity at D must be 
that determined by the slope of the tangent to the curve AD at D and not 
the value u = 0 determined by the solution given above. 

Note that this contradiction would not occur if the fluid were considered 
to be incompressible, so that the whole fluid mass moved with the piston, 
behaving as a rigid body. In fact, the triangle ABC, in which the solution 
given above is determined, would not exist, since for an incompressible fluid 
the sound velocity is infinite, causing C to fall on the z-axis. 

The curve AD can cross over into the area ABC only if the velocity of the 
piston exceeds, at some time, the value a0 determining the slope of AC. 
Thus one might suppose that the inconsistency is restricted to the occur­
rence of supersonic velocities. One can, however, superimpose on the flow 
of Fig. 74a a uniform motion with velocity u0 toward the left, i.e., u0 nega­
tive. This is shown in Fig. 74b. Here the characteristic triangle is no longer 
isosceles, the sides AC and BC having slopes u0 + a0 and u0 — a0, respec­
tively. This time the initial velocity of the piston must be u0 rather than 0. 
The curve AD can intersect AC if at some time the velocity of the piston 
exceeds u0 + α 0 , and if we take u0 > — a 0 then both | u0 | and | u0 + α 0 | 
are subsonic. 

We see then that the differential equations for the theory of an inviscid and 
nonconducting fluid admit no solution corresponding to certain boundary con­
ditions which can be enforced by simple physical arrangements. 

In considering the physical example mentioned above, we cannot give 
up the condition of at least simply adiabatic flow, nor can we restrict the 

t 

C 
(a) 

t 

C 
(b ) 

A Β 
FIG. 74. Enforceable boundary conditions for which no inviscid solution exists. 
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freedom of choosing the boundary conditions; therefore the only way out of 
the impasse is to take viscosity and/or heat conduction into account. 

One could object, for example, that for dry air under normal conditions 
the viscosity coefficient is very small, and that the influence of viscosity may 
be negligible. This objection, however, is invalidated by the results of Art. 
11. There it was seen that a particular type of flow, much different from that 
occurring in an inviscid fluid, is possible in the viscous case, the difference 
becoming more pronounced, the smaller the value of the viscosity coeffici­
ent. We refer to the flow pattern with rapid change from a velocity value 
Ui to a smaller value u2, accompanied by similar changes in ρ and p. As we 
pass to the limit μ = 0 in (11.26), we see that the extent L 0 of the transi­
tion region also tends to zero. In other words, the theory of a viscous com­
pressible fluid yields, in the limit of vanishing viscosity, flow patterns with 
abrupt changes in the state variables, no indication of which is given in the 
theory based throughout on the assumption μ = Ο.40 Since the forces caused 
by viscosity are proportional to the product of μ by velocity derivatives, 
here du/dx, it is understandable that even a very small value of μ, when com­
bined with an exceedingly large value of du/dx, may produce a considerable 
effect upon the flow pattern.* All this suggests the following conception of 
the flow patterns possible in a fluid of low viscosity. 

One may expect that in a fluid of low viscosity the ideal theory, assuming 
μ = 0, will supply a reasonable approximation to the actual flow in general, 
but that the regions in which such approximations are valid are separated 
from each other by steady or moving thin layers within which occur rapid 
changes in the state variables, as suggested by the theory for a viscous fluid 
(partly) developed in Art. 11. Numerous observations of air in motion 
confirm this conception in all respects.41 In particular, it is observed that flow 
patterns of this combined type occur in cases, such as the example men­
tioned at the beginning of this section, for which there exists no consistent 
solution based only on the ideal fluid theory. 

This phenomenon of an almost abrupt change in the values of the state 
variables is known as shock. 

A shock theory for one-dimensional flow in a form accessible to mathe­
matical treatment is therefore based on the following principles. It is as­
sumed that the original differential equations for the motion of an ideal fluid: 
the equation of continuity, Newton's equation, and the specifying condition, are 
valid at all points of the x,t-plane with the exception of certain u shock lines"; 
across these lines the state variables are discontinuous, the sudden changes being 
governed by rules derived from the theory of viscous and/or heat-conducting 

* A somewhat analogous situation presents itself in the theory of an incompressible 
fluid with regard to the boundary layer solution of the Navier-Stokes equations. 
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fluids. In more general problems shock surfaces in a;,i/,z,£-space take the 
place of shock lines. 

2. The shock conditions for α perfect gas 

In Sees. 11.3 and 11.4 it was seen that in the steady flow of a viscous 
fluid a rapid change from the state Ui,phpi to another state u2,p2,p2 is 
possible only if these six values satisfy the three relations (11.9'), (11.22), 
and (11.23): 

( l a ) p\Ui = p 2w 2, 

( l b ) pi + mux =• p2 + mu 2 , 

do ί + — λ - = 4 + — , - ° 

2 7 — 1 pi 2 y — 1 p 2 

where m is an abbreviation for piUi or p2u2. If this same flow is viewed from 
a coordinate system moving in the negative ^-direction at constant speed c 
and if Ui, u2 now represent velocities with respect to the moving coordinate 
system, Eqs. (1) read 

(2a) pi(ui — c) == p2(u2 — c) = m, 

(2b) pi + m(ui - c) = p2 + m(u2 - c), 

(2c) ~ c ) 2
 + Τ Pi = (u2 - c)2

 + γ P2 

2 7 — 1 pi 2 7 — 1 p 2 ' 

The same situation arises, viewed from a fixed coordinate system, if the 
transition progresses at constant speed c toward the right. Thus, Eqs. (2) 
hold also for a particular kind of nonsteady motion. W e shall now show 
that Eqs. (2) are the limiting transition conditions even in the most general 
case of nonsteady flow; we start from the general equations of Sec. 11.1. 

Consider a small segment of the x-axis, say from x\ to x2, which progresses 
at speed c, where c may be positive or negative. Then the material deriva­
tive, which is d/dt = u(d/dx) + d/dt in the fixed x,£-coordinate system, may 
be written 

(3) j = { u - c ) ? - + d-, 

dt dx dt 
where d'/dt means the derivative with respect to time at a point fixed in 
the moving segment, and χ now refers to coordinates on the moving seg­
ment, while u and c are velocities relative to the original coordinate system.* 

* This corresponds to the change of coordinates considered in Sec. 24.5. 
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Then, since c is independent of x, the continuity equation (11.2) can be 
written 

(4) f [p(u - c)] + § = 0. 
dx dt 

Likewise, Newton's equation (11.3) takes the form 

(5) Piu-c)g + , ° £ + ± ( p - d - 0 , 

dx dt dx 
and if we add Eq. (4) multiplied by u, this becomes 

(5') f [Pu(u - c ) + P - a ' x } + d - ^ = 0 . 

dx dt 
Finally, the specifying condition (11.4'), which states that the flow is simply 
(but not strictly) adiabatic, is now 

, χ  d (u , gRT \ . d' (u , gRT \ 

+ k[*-*-'£\-<>-
Adding Eq. (4), this time multiplied by u/2 + gRT/(y — 1), we obtain 

Now Τ may be replaced by its value from the equation of state (11.4); then 
Eqs. (4) , (5 ' ) , and (6') are three equations determining u, p, and ρ as func­
tions of χ and t. 

Each equation is of the form 

dA + ̂ J? = ο 
dx dt 

and when integrated over the interval xi to x2 supplies a relation of the form 

(7) Α(χύ - A(xi) + Γ ^ dx = 0. 
JXI at 

We now consider solutions for which the time derivatives d'/dt of the state 
variables remain bounded as μ0 and k tend to zero. Then Eq. (7) holds also 
for the limit flow, with the integral tending to zero as x2 approaches Xi . 

(6') 

+ d-
dt 
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Thus, if 1 and 2 refer to adjacent points on either side of the shock line, the 
difference A2 — A, must vanish. In order to have x, and x2 approach each 
other from opposite sides of the shock, with (7) remaining valid throughout, 
it is, of course, necessary that c be exactly the velocity of the shock front (i.e., 
the slope of the shock line). Introducing successively for A the three expres­
sions from (4), (5 ' ) , and (6 ' ) , we obtain three conditions: 

[p(u - c)]\ = 0, [pu(u - c) + ρ - σ'χ}\ = 0, 

The first of these is exactly (2a). Since we assume that the fluid behaves 
like an ideal fluid on either side of the shock, the viscous stress σχ and the 
heat flux k(dT/dx) must vanish at 1 and 2. Then subtracting c times the first 
relation (8) from the second, we have (2b). The third relation gives 

,(« - c ) ( £ + ? ) + up! = 0. 
\ 2 7 — 1 ρ / Ji 

Here we must subtract c times the second equation and simplify by means 
of the first to obtain Eq. (2c). 

Thus the three equations (2a), (2b), and (2c) represent necessary condi­
tions relating the initial and final values of an abrupt transition. One re­
striction must still be added to the conditions. I t was seen that the flow of 
Art. 11, which in the limit supplies a special case, at least, of such a transi­
tion (namely one with d''/dt = 0 for all variables), is not reversible: it always 
goes from lower to higher values of θ [see Eq. (11.13) and Fig. 54] and there­
fore of Τ or ρ I p. Thus, the program indicated at the end of the preceding 
section may be formulated more precisely as follows. 

We consider flow patterns in the x,t-plane which fulfill the differential equa­
tions of ideal fluid theory everywhere except on certain curves (of unknown 
shape), while along these ushock lines11 occur discontinuities, in u, p, and p, 
which satisfy the three conditions (2) and the inequality 

(9) £ Hi, 
P2 Pi 

where for any particle, state 1 precedes state 2. 4 3 

Flow patterns of this type are often called "discontinuous solutions of the 
ideal fluid equations". I t should be remembered, however, that the discon­
tinuity conditions (2) cannot be derived without taking viscosity into, ac­
count. In fact, if it is assumed that the flow is inviscid even in the transi-
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tion zone, then the value of p/py cannot change for any particle. But Eqs. 
(2) are compatible with 

γ F= y, 

P2 Pi 

as will be seen below in Sec. 3. 
The first to study shock problems of compressible fluid flow was the 

mathematician B. Riemann (1860). He did not think in terms of viscosity, 
and, on the basis of observation, he took for granted the possibility of dis­
continuities. His shock conditions included (2a) and (2b), but he used 
Pi/Pi = P I / P I 7 rather than (2c). Although this procedure is not justified, 
the numerical results for ordinary conditions do not differ considerably from 
those obtained by the proper method (see Sec. 3) . The correct shock condi­
tions were first given by W. Rankine (1870) and then, independently, by 
H . Hugoniot (1889). 4 4 

Moreover, the essential point is not the derivation of necessary conditions 
to be fulfilled at a surface of discontinuity. The only justification for admit­
ting solutions of the type considered here (regions of continuity separated 
by shock lines) is supplied by the existence of viscous flow solutions exhibit­
ing transition regions whose width tends to zero simultaneously with the 
viscosity coefficient μ. Flow patterns including shock lines are not "discon­
tinuous solutions of the ideal fluid equations" (see also Sec. 15.2), but 
rather asymptotic solutions of the viscous fluid equations for the limit case 
μ ^ Ο . 

3. Some properties of shocks 

The shock conditions consist of the three equations (2a), (2b), (2c), and 
the inequality (9 ) . 4 5 Before we work with these equations, some limiting 
cases will be mentioned. If ux = u2 = c, then m = 0, while (2b) gives pi = 
p2 . In this case the third condition (2c) is fulfilled for an arbitrary value of 
Pi = p 2 . This possibility is not usually included in the concept of shock, 
since no particle crosses the line of discontinuity. Another limiting case is 
tii — u2 ?± c. Then, as before, from (2b) it follows that pi = p2, while the 
third condition leads to pi = p 2 . N o actual discontinuity occurs, and this 
case will be referred to as zero shock. The same conclusion follows if we 
know only that pi = p2, or that pi = p 2 , provided that the particles ac­
tually cross the shock line. 

T o bring the shock conditions into a more suitable form, we first introduce 
the velocities relative to the shock front, which moves at velocity c: 

U\ = U\ — c, u2 = u2 — c. 
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Then Eqs. (2a) and (2b) become 

(10a) piu[ = p2u2 = ra, 

(10b) pi — p2 = m(u2 — u[). 

Here u[, u2, and ra are assumed to be different from zero. Equation (2c) 
may be written as 

/ο '\ ' 2 ' 2 ^7 /p 2 pA 
(2c ) Ui - u2 = I — - — J. 

7 — 1 \ P 2 p i / 

The factor u[ — u2 may be replaced from (10b) by (p2 — pi)/m. Further­
more, we may write u''/ra for 1/p , by (10a). After multiplying through by 
ra, we obtain 

(p2 — pi)(u[ + u2) == 2 y (p2u2 — piu[) 
7 - 1 

or, with the usual abbreviation h2 = (7 + l)/(7 — 1), 

(10c) p2u[ — p\U2 = h2(p2u2 — p\u[). 

In addition, we have the inequality (9) . From (2c') we therefore have 
Ui — u2 > 0, or 

(11) \u[ I > \ u2 I . 

By (10a), the quantities u[ and u2 have the same sign. Thus if Ui > c, 
we have u[ > 0, u2 > 0, and (11) becomes ux — c > u2 — c or U\ > u2\ 
if Ui < c, then we have u[ < 0, u2 < 0, and (11) becomes c — Ui > c — u2 

or Ui < u2. In (10a), the inequality (11) gives pi < p2 ; and in (10b), since 
ra has the same sign as u[ and u2 , it gives pi < p2. Finally, the tempera­
ture Τ is proportional to p/p, so that (9) gives directly the inequality 7\ < 
T2. 

Thus, since we have assumed that state 1 precedes state 2 in time, i.e., 
that a particle enters the moving shock in state 1, we have the following 
result: A physically possible shock (that is, a rapid transition governed by 
viscous fluid theory) is always a "compression shock"; pressure, density, and 
temperature increase, while the absolute value of the relative velocity decreases. 
The two possibilities ux < c and ux > c are illustrated in Fig. 77. I t was 
shown in Sec. 3.4 that in the strictly adiabatic flow of a viscous fluid the 
entropy of a particle cannot decrease. We shall see later that, in an actual 
compression shock, the entropy does in fact increase. 

Another interesting fact can be derived if we consider the relative Mach 
numbers M[ , M2 corresponding to the relative velocities u[, u2 before and 
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after the shock. As usual, we define the sound velocity a and the Mach 
number Μ in strictly adiabatic inviscid flow by 

(12) a2 = y*, M'2 = ^ = P ^ = ™. 
ρ a2 yp yp 

Then, if v! in (10b) and (10c) is replaced by ypM'2/m, these equations be­
come 

ypiMι - yp2M2 = p2 - px, 

PiQipi + p2)M[2 - p2(h2p2 + pi)M2 = 0. 

Solving these for M'2 and M'2, we obtain 

(13) Μ ί ' - ϊ + I a + XJLi, M » = I + J & + 1 ^ 2 . 
2y pi 2y 2y p2 2y 

Since p2/pi ^ 1, it is seen that M[2 cannot be less than 1 and M'2 cannot 
be greater than 1; they can equal 1 only in the case of zero shock. More­
over, M2 cannot be less than (7 — 1)/2γ, the value corresponding to 
P1/P2 = 0 (infinite compression). Thus 

(14) ^-P-1
 ύ M'22 ύ 1 ύ M[2 ^ 00. 

2y 

If Eq. (10c) is solved for p2, we find 

( Λ Kx u2 — hui h p2 — pi 
( !5) P2 = Pl - - Γ - , = Pi T~2 , 

iii — h u2 ft pi — P2 

using (10a). Thus, as pi/p2 decreases from 1 to 0, the ratio p2/pi increases 
from 1 to h2. Thus we have learned: In a physically possible shock, 
the velocity relative to the shock front is supersonic before and subsonic 
after the shock. The density ratio p2/pi cannot exceed h2 ( = 6 in air) and 
the square of the relative Mach number after the shock cannot be less than 
(7 — l)/27 ( = y ) , the extreme values corresponding to an infinite pressure 
ratio p2/pi = <». Note that the actual velocities ux, u2, and c may all 
be subsonic. 

Next we use Eq. (15) to show that the entropy increases during an actual 
shock transition. Since the entropy is essentially the logarithm of p/py, it is 
sufficient to show that 

(16) * ! > i i or P ? _ ( < ! ? y > o . 

Ρ 2 Ύ P i 7 Pi \ P l / 
The inequality is certainly true in the case p2/pi = ° ° , where p2/pi = h2. 
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We consider therefore the case p 2 /p i < h2. If we take the expression for 
Vz/Ρι from (15), we find 

Έΐ — ( = ^ P 2 — p i _ / P 2 V = h2(p2/pi) — 1 _ / p 2 

Pi \ p i / h2pi — p 2 V p i / h2 — ( p 2 / p i ) \p i 

Since p 2 /p i < h2, the denominator of the first term on the right cannot be 
negative. If suffices therefore to consider only the numerator of the com­
bined fraction, i.e., to show that the function 

(17) * ( { ) = h2± - 1 - (h2 - where { = p 2 / P l , 

has positive values for 1 < ξ where ξ < h2. By differentiation, 

(17') « ' (* ) = H2 - YH'R1 + (7 + l ) iT = H2[l - T i T 1 + (7 - 1 ) Π , 

( i 7 " ) 2 " ( ξ ) = - γ ( 7 - n / ^ r - 2 + 7 (Ύ + D r " = 7 ( 7 + i x * - Dr - 2 . 

From these it appears that ζ, z', and z" vanish at ξ = 1 (corresponding to 
no increase of density, i.e., zero shock) and that z" is positive for ξ > 1, 
from which it follows that ζ (ξ) is positive for ξ > 1. Thus we have shown 
that the entropy is greater after the shock than before; the amount of the 
increase depends on the values of u\ p, and ρ before and after the shock 
transition.* 

The theory of the one-dimensional flow of a perfect fluid, as developed in 
Arts. 12 and 13, was based on the assumption that a relation of the form 
p/py = constant held throughout the fluid. We now learn that when a 
shock occurs, the value of p/py changes for each particle, and the amount 
of change will not, in general, be the same for all particles. In other words, 
the results derived in the two preceding articles need not hold in the region of the 
x,t-plane beyond a shock front, except in the case that all particles undergo 
the same change in entropy. In Art. 15 some consequences of this situation 
will be discussed. 

I t has already been indicated that the actual change in the value of 
p/py is in most cases not considerable. T o compute this difference, we may 
again use the expression for p2/pi from (11), and we find 

( is ) PI-Ei = 21 [£• (eiY  -  1] = 21 [ A V z i r _ χ ! 
P27 py Pi \_P\ \ P 2 / J pi L h2 - ξ J 

Now h2 = 6, so that for ξ = 3 (half the maximum value of ξ), for example, 
the bracket has the value 0.217. If the bracket is developed in a power series 
in ξ — 1, we find 

(19) 2i^=Li> ft _ i ) » [1 - I ft _ 1) + . . . ] . 

* See Fig. 148 in which λ = exp [(Si - S2)/gR]. 

• 
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With ξ = 1.2, corresponding to p2/pi = 1.29, using the first two terms 
gives 0.00063 as compared with the exact value 0.00068 found from (18). 
I t is seen that if ξ — 1 is not too large, i.e., for not too strong a shock, the 
assumption that the value of p/py does not change is not too bad an ap­
proximation. 4 6 

4. The algebra of the shock conditions 

The shock conditions (2a), (2b), and (2c) are three algebraic equations 
in the seven variables Ui , pi , pi , u2 , p2, P 2 , and c. They determine a four-
dimensional variety (hypersurface) in a space of seven dimensions. A com­
plete study of this algebraic variety will not be attempted here. Equations 
(10) present a comparatively simpler case, in which two sets of three vari­
ables ΐίί,ρι,ρι and u'2,p2,p2 are related by three equations; these may 
be considered as determining a point-to-point transformation of a three-
dimensional space onto itself. 

First of all, we note that the transformation is an involution, i.e., the 
equations do not change if the subscripts 1 and 2 are interchanged. We may 
solve for one set, say u2jp2,p2, using m = piu[, and obtain, in addition to 
the trivial solution u2 = u[ , p2 = p\ , p 2 = pi , the relations 

u2 = 
7 + 1 

27 V- + (7 m 
- Du[ 

(20) p2 = — j — [ - (7 - Dpi + 2mu[] 
7 + 1 

P2 = 
(7 + D m 2 

%ΎΡι + (7 - l)mu[' 

The first of the following equalities is obtained by multiplying the first 
equation of (20) by h2u[ , and the second follows by an interchange of sub­
scripts: 

/ n i \ 1.2 ' ' /2 , 27 pi ii 2y p2 

(21) h UiU2 = Ui + — = u2 + —. 

7 — 1 P! 7 — 1 p 2 

In general, the square of a velocity divided by 2g is called a velocity head, 
and in the adiabatic case yp/(y — l)pg is the pressure head (see Sec. 2.5). 
If we disregard the influence of gravity, the sum of velocity head and pres­
sure head is the " tota l head" Η which occurs in the Bernoulli equation.* 
Using Hf (to indicate that this refers to the relative velocities), we can 
write (21) in the form 

(22) J/J = ffj = Λ * φ ? . 

* The total head is constant for a particle only when the motion is steady, 4 7 see 
Sec. 2.5. 
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The equality of H[ and Η\ , which is actually (2c), lends itself to the (mis­
leading) interpretation that the shock transition behaves like the steady 
flow of an inviscid fluid. 

A dimensionless formulation of the conditions (10) is obtained by in­
troducing the Mach numbers M[ and M2 as defined in (12) and the ratios 

(23) P2 Ui pi 1 
— = 17i -7 = - = Γ = f-
Pi Ui P2 ξ Then (10c) becomes 

(24a) η  -  f = tffa - 1), 

and (10b) may be written as 

(24b) 

or as 

(24c) 

V ~ 1 

1 - f 

- 1 

1 -

yM'2*. 

Equation (24a) is the equation of an equilateral hyperbola in the f ,77-plane, 
having the asymptotes f = 1/h2 and η = —1/h2 and intersecting the f-axis 
at f = h2 (Fig. 75) , 4 8 The part of the hyperbola for which f or η is negative 
has no physical significance. Under our assumption that the subscript 1 
refers to the values before the shock, we have f < 1, η > 1; a particular 
shock determines a point Ρι(ζ,η) to the left of A on the hyperbola, where 
-4(1,1) corresponds to zero shock. Equation (24b) is the equation of a 
straight line through A with slope — yM[ and passing through Pi . If 
Pi is given, then the slope is determined; if the slope is given, then Pi is 
determined as the intersection of the straight line with the hyperbola. 

^ s l o p e - y M ! 

s l o p e - / M '2

2 

intersection 
at £ « h 2 * 6 

ζ 
Tp2 P i 

FIG. 75. Hyperbola of — = η versus - = |\ 
Pi P2 
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The point P2 with coordinates 1/f, Ι/η corresponding to a given shock Pi 
also lies on the hyperbola (24a), but to the right of A. I t may easily be lo­
cated on the graph by using the fact that OP2 makes the same angle with 
the f-axis as OPi does with the 77-axis. From Eq. (24c) we see that the slope 
of AP2 is -yM2. 

Solving Eqs. (24a) and (24b) for η and f, which amounts to finding the 
point at which the line through A with slope — yM[ intersects the hy­
perbola, we find, of course, η = ζ = 1 and as the second point of intersec­
tion 

(25) 
Pi 

1 

7 + 1 
[2yM? - ( Ύ - 1)] = 

2y 

7 + 

τι ,τ ' 2 1 

Ϊ Μ 1 - ψ 

ξ ς « ί Ρ2 7 + 1 [Μ? ΚΎ Ί 7 + 1 Μί * + Κ* 

Analogous equations, with the subscripts 1 and 2 interchanged and with 
ξ, τ;, and f replaced by their reciprocals, are obtained from (24a) and (24c). 
The first equation (25) and its analogue are identical with (13). By means 
of Eqs. (24) and (25) each of the quantities 77, f, ξ ( = 1/f), M[*, and M2 

can be expressed in terms of any one of the others as a linear or a linear 
fractional function. All five variables have the value 1 in the case of zero 
shock, where no change occurs in the values of u'y p, and p. The deviation 
from unity of any of the quantities above can be taken as a measure of the 
strength of the shock. 

If Ι/ξ is used in place of f in the first equation (24), we find 

(26) h\v -ξ) = ξ η - 1 , 

which is known as the Hugoniot equation.™ In Fig. 76 is shown that part 

5-

3 -

1 

v£ (approaches h 2 e 6 a s η co) 

, 2 f 

M 2 ( app roaches Y 7 a s η - * > ω ) 

5 10 15 

FIG . 76. Graphs of AfJ2, M?, and ξ versus η. 

20 
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of the equilateral hyperbola (26) for which ξ > 1, η > 1, together with the 
two curves giving M[ and M2 as functions of η, according to the equa­
tions (13). 

If the first equation (25) is multiplied by its analogue, we obtain a sym­
metrical relation between the relative Mach numbers, namely, 

.-(^-.--έΧ^-ί·-^) 
or 

(27) 2yΜΪΜ'22 = 2 + (y - 1)(M[2 + M2\ 

which is the same as the relation (11.30') between the actual Mach num­
bers in the steady case. 

Practical problems are often such that some data concerning the actual 
velocities uhu2 are known in advance. In these cases we must use relations 
which do not involve the relative velocities u[yu2. One such relation is the 
Hugoniot equation (26), which can be written in the form 

(26') V2-V1 _ yP2 + Vi 
P2 — Pi Ρ2 + Pi 

Of course, this follows directly from (15) without first introducing the 
dimensionless variables. If an expression for m not involving c is obtained 
from (10a) and substituted in (10b), one finds 

(28) p, - pi = - 2 2 - ( « , - u,)\ 
P2 — Pi 

Eliminating p 2 or pi from Eqs. (26') and (28) leads to* 

(pi - PiY = ^ {u2 - ui)2[(y + l)p2 + (7 - l ) p j 

(29) 

= ξ (w 2 - UiYKy + l ) P l + (7 -

Another important relation of this type, linking the change in temperature 
(i.e., in p/p) to (u2 — Ui)2

f will be derived in the next section. 

5. Representation of a shock in the speedgraph plane 

In Sec. 12.3 we saw that in one-dimensional flow the state of a moving 
particle at any moment is determined by two quantities: the velocity u 
and the quantity ν defined in (12.19), which represents the density (and 

* The curve of p 2 versus u2 , for fixed state 1, is sometimes used in place of the 
"shock curve" given in the next section. 



14.5 R E P R E S E N T A T I O N I N T H E S P E E D G R A P H P L A N E 209 

pressure) and likewise has the dimensions of a velocity. I t is assumed, of 
course, that a (p,p)-relation holds for the particle. In the speedgraph 
plane (w,y-plane) the continuous motion of a particle is represented by a 
curve. In the case of a simple wave this curve is one and the same ± 4 5 ° 
line for all particles. 

When a particle passes through a shock front, its representative point 
(u,v) in the speedgraph plane undergoes a sudden jump. We shall now study 
the conditions governing this discontinuous transition. We shall restrict 
ourselves to the case when the sound velocity a is related to ρ and ρ by 
the equation a = yp/py where y is constant throughout. This is admissible 
if before and after the shock the motion is supposed strictly adiabatic and 
the fluid an inviscid perfect gas. The relation between ν and p/p is 

(30) v2 = 
4a _ \y ρ 

( T - l ) 2 ( 7 - l ) 2 p 

see (12.19'), and the inequality (9) is expressed by 

(300 v2 ^ vi . 

The relation between the pairs of coordinates uuVi and u2,v2 , corre­
sponding to the states before and after a shock, is determined by the three 
shock conditions (2a), (2b), and (2c). Now (2c) is a direct relation between the 
u- and p/p-values, i.e., between the u- and ^-values. If (2b) is divided by m 
and m replaced by p\(ui — c) or p2(u2 — c) from (2a), a second such relation 
follows. We see therefore that there are two equations in the five variables 
U\, Vi, u2, v2 , and c. In other words, there is a simple infinity of pairs u2,v2 

corresponding to a given pair ui,vi , or: The end points of a shock transition 
from a fixed initial point (ui,vi) lie on a curve in the speedgraph plane. We 
shall call this the shock curve. 

In order to find the curve explicitly it is necessary to eliminate c, and 
this is conveniently done if we start from the shock conditions in the form 
of Eqs. (21), which read, when expressed in terms of u and v, 

7 + j (ui - c)(u2 - c) 
7 — 1 

(31) 
/ n2 , 7 — 1 2 / x2 , 7 — 1 2 

= (ui - c) + — - — Vi = {u2 - c) + —-— v2. 
The second equality is linear in c; if this is solved for c and the result sub­
stituted into the first equality, the condition on u2,v2 may be transformed 
into 

(32) (vi - v2)2 - 2(u2 - u x)V + V22) - -( ^ 1 ) 2 (u2 - UiY = 0, 
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This is a second-order relation between the two variables v2'/νχ and 
(u2 — Ui)2/v\\ these variables can be given parametrically by 

where the parameter η is the pressure ratio introduced in (23) [see the deri­
vation of (33) and (34) below]. In graphing the relation (32) we do not 
consider, of course, negative values of v. W e also disregard values of v2 

less than vi, since v2 ^ Vi by (30'). The result is the shock diagram, Fig. 77, 
giving a graphical representation of all possible shock transitions. Each 
curve has a 90° corner at the point (uuvi) and consists of all points (1^2,^2) 

which are possible end points of a shock transition starting from the state 
represented by the corner point. The right-hand branch, u2 > ux , applies 
if c > Ui, and the left, u2 < ux, if c < ux (see p. 202). Each curve is sym­
metric with respect to the vertical line through the corner and all curves 
are asymptotic to the two lines through (ν,ιβ) whose slopes, measured 
from the u-axis, are az\^2y/(y — 1) = d b \ / l + Λ2· The dimensionless 
parameters of the shock, p2/pi = η, p2/pi = ξ, M[, and Mi have constant 

FIG. 77. Shock diagram. The curve with corner at (ui , vi) consists of all points 
(u2 , v2) which are possible end points of a shock transition starting from (w i , v\). 

(32') 
vi2 + 1 ' 2y h2

v + 1' 

u 
u ; > o u;<o 
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values on any ray through (uh0). In fact, if the slope of such a line is λ = 
v2/(u2 — Ui), then 

(33) I = ^V^-2 = ft -  I ) 2 ^ = ( I T - 1 ) ' (ξ - l ) 2 M f , 
Λ v 2

2 v2
2 \ 2 / 

where (30) and M 2 = w2/a2 have been used to obtain the last equality. 
Using (24) and (25) we then find 

, = 2 h2!j - 1 = 2y η(η + h2) 

y - Ι tt - Ί) 2 τ - Ι Gi - I ) 2 

= [ 2 7 ΜΊ 2 - (γ - 1 ) ] [ ( 7 - 1 )Μ Γ + 2] = W 

( 7 - 1 ) W - I ) 2 (1 - ΜΓ) 2 * 

The values of Afi for various rays through (ux ,0) are indicated in the 
shock diagram, Fig. 77. 

I t is worth noting that the curves in the shock diagram have a second-
order contact with the ± 4 5 ° lines through the corner point. 5 0 Now these 
lines are the images of particle lines in corresponding simple waves. Thus 
we see that, for a weak shock (all ratios close to 1), the state variables of a 
particle undergo approximately the same kind of changes as they do in a simple 
wave. 

All possible shock transitions are obtained from the shock diagram of 
Fig. 77 by displacing it horizontally. 

6. Example of a shock phenomenon. The Riemann problem 5 1 

W e consider a straight tube of length Α Β = Ζ, closed at both ends, and 
assume that at t = 0 the fluid in the tube has constant pressure p0, and 
density p 0 , and a uniform velocity Uo directed from A to B. If we take as 
the origin the position of A at t = 0, the boundary conditions, namely, 

(35a) u = uo, ν = v0 at t = 0, 0 < χ < I, 

are realized if before time t = 0 the tube with the enclosed fluid mass has 
been moving (with velocity Uo) as one rigid body, and then the tube is 
suddenly stopped at t = 0. The stopping introduces the boundary condi­
tions 

(35b) u = 0 at χ = 0 and χ = I for all t. 

Now the conditions (35a) determine a unique and continuous solution 
at each point within the characteristic triangle ABC, where AC and BC 
have slopes u0 + a0 and u0 — α 0 , respectively (the slopes being measured 
from the ί-axis with O o , the sound velocity,*corresponding to v0 or to p0, 
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L 

\ 
FIG . 78. Riemann's problem. 

po). This solution is represented in Fig. 78 by the set of parallel particle 
lines of slope u0 . The figure is drawn under the assumption that u0 is super­
sonic, so that u0 =b a 0 are both positive. In this case it is immediately evi­
dent that this continuous solution is inconsistent with the boundary con­
ditions at χ = I. Thus a flow pattern which includes a shock line must be 
sought. 

In the speedgraph, Fig. 79, the point P 0 with coordinates UQ,VQ repre­
sents the whole region of the physical plane in which u and ν remain con­
stant. So long as the laws of continuous motion hold, an adjacent region 
can only be mapped into a curve passing through P 0 , and we saw in Sec. 
13.1 that such a curve must necessarily be a characteristic, and the corre­
sponding flow a simple wave. The +45 ° line P0Pi ending at a point with 
abscissa ux «= 0 and ordinate vx < v0 supplies in fact an adequate solution 
for the region adjoining A C on the left. Figure 79 shows, in the χ,ί-plane, 

ν 

FIG. 79. Solution of the Riemann problem up to the time of interaction of shock 
and simple wave. 

t 
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a centered simple wave (rarefaction wave) with center A between the 
characteristics AC (parallel to MC) and AD (parallel to MD'). (For the 
construction see Sec. 12.5.) All particles arrive at the line AD with zero ve­
locity. Here the curved particle lines turn into straight lines parallel to the 
/-axis. In mechanical terms: a steadily increasing region of fluid at rest 
establishes itself at the left end of the tube. 

N o similar, continuous solution exists for the right side of the tube. Here 
the transition from velocity u0 to zero velocity takes place by means of a 
shock. T o find the end point P2 of the shock transition we have to draw 
the shock curve with corner at Ρ ο up to the point where it meets the y-axis. 
The shock front BE in the physical plane is, by definition, the line of slope c 
measured from the ί-axis. Since the shock diagram gives the value of M[ = 
\u0.— c \/ao for each point, and Uo and do are known, we can compute c and 
then plot the shock line BE along which the particle velocities jump from 
u0 to 0. The solution up to the time to, the ordinate of Ey is shown in Fig. 
79. Here Ε is the point of intersection of the shock line and the lowest 
straight characteristic of the simple wave centered at A. The solution 
consists of four parts: fluid at rest to the left of AD and to the right of BE, 
uniform flow with u = u0, ν = v0 within the triangle AEB, and finally the 
centered simple wave between A Ε and AD. 

Analytically, the four regions are determined as follows. First, the sim­
ple wave extends from the ray of slope u0 + a0 = u0 + (y — l)*>o/2, along 
which the velocity is u0 , to the ray of slope 

along which the velocity is zero.* That vi = vo — u0 may be seen by comput­
ing the ordinate of P i in Fig. 79. Accordingly, the equation of the particle 
lines [see Eq. (13.8)] is 

Second, the two unknown parameters of the shock transition, the slope c 
of BE and the ordinate v2 of P2 , can be found from the two equations (31), 
where u0 and 0 are the values of Ui and u2, respectively. Choosing the nega­
tive value of c we find from these equations 

a i = (y - \)Vl/2 = (y - l)(vQ Uo)/2: 

(36) 

(37) 

c 

* We assume UQ < VQ . Otherwise, a cavity forms at the left end of the tube (see also 
end of Sec. 13.3.) 
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t ν 

θ u FIG . 80. The only possible continuous change to zero velocity. 

where Mo = Uo/do. Finally, the ordinate of the point Ε in Fig. 79, that 
is, the time to up to which the solution has been constructed, is the ordinate 
of the point of intersection of AC: χ = (uo + ao)t and BE: χ = I + ct> and 
is to = l/(uo + ao — c) . 

All this holds whether M0 is greater or smaller than 1, since it is also true 
in the subsonic case, when the point C of Fig. 78 falls between the vertical 
lines through A and B, that no continuous solution exists which satisfies 
the condition u = 0 at χ = I for all t. In fact, if there were a continuous 
solution to the right of BC, it would have to be a simple wave since it 
would be adjacent to the. region of constant uyv within the triangle ABC. 
The map of this simple wave in the speedgraph plane, Fig. 80, must lie 
on the —45° line through P0 in the direction of decreasing u, tangent at Ρ ο 
to the shock curve P0P2 of the preceding figure. This corresponds to case 
I V of Fig. 67, that of a backward compression wave. But we have seen that 
in this case the straight characteristics in the χ,^-plane converge to the left, 
so that the particle lines have the general shape shown in the first Fig. 80. 
That is, the only possible continuous change precludes from the start a 
vertical particle line through B. 

1. Behavior of a shock at the end of a tube or a wall (shock reflection)52 

In this section we discuss another example, on the basis of the theory 
developed in the preceding article. Supplements and modifications of the 
theory will be introduced below. 

Assume that the tube in which the flow takes place is closed at its right 
end, and that a shock front moves toward this end with velocity c. This 
shock is represented in the z,£-plane (Fig. 81) by the straight line AB 

Article 15 

Further Shock Problems 
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whose slope is c measured from the ί-axis. If we suppose the fluid in the 
tube to be at rest before the shock reaches it, the particle lines below AB 
are vertical straight lines which continue above A Β in some other direction 
(see the example of a shock considered in Sec. 14.6, where, however, the 
shock was moving from right to left) . If Β represents the point at which the 
shock reaches the right end of the tube, where the velocity must be 0 for all 
value of t, then the particle line through Β must remain vertical. A solution 
satisfying this condition is obtained by assuming another shock line BC 
with slope c' (c' < 0) along which the inclined particle lines again change 
direction, but now in the opposite sense, so as to become vertical again. 
This phenomenon, where a shock front moves forward and then back, is 
known as shock reflection. The expression "reflection" suggests the symme-

t 

Β 

A 

χ 
0 

ν 

2 

FIG. 81. Reflection of a shock front at a fixed wall. 
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try condition, cf = — c. We shall see, however, that this relation is not ful­
filled even approximately, except for very weak shocks. 

This same flow can be considered in a two- or three-dimensional space, 
rather than in a tube, all particles with the same χ having the same velocity, 
etc. Then the " e n d " of the tube is represented by a wall normal to the 
ar-direction. 

In the speedgraph (Fig, 81) the fluid state prior to the first shock is 
represented by a point 1 on the f-axis. The point 2, corresponding to the 
state between the two shocks, must lie somewhere on the shock curve 
with its corner at 1, and in fact on the right half of this curve, since u[ < 0. 
If the vertical axis of the shock diagram is then shifted so as to pass through 
2, there is one curve with its vertex at 2, and on this must lie the point 3 
representing the fluid state after the second shock. Since we know that the 
fluid is at rest after the second shock, the point 3 must also lie on the f-axis, 
so that 3 is uniquely determined once 2 is known. Thus, given the state 1, 
there exists a simply infinite number of possible transitions 1-2-3, each 
corresponding to a different increase of ν or p/p (temperature). As the Mach 
numbers Mi and M 3 are zero, we can characterize each possible transition 
by the value of M2, the Mach number of this intermediate state. Now M2 

has the value 2/(y — 1) times the slope u2/v2 (measured from the *;-axis) 
of the radius vector from the origin to the point 2. Hence M2 may range 
between 0 and 2/7(7 — 1), the maximum value corresponding to the case 
when the point 2 is at infinity on the shock curve, with the radius vector 
becoming the common asymptote of the shock curves (see Sec. 14.5). Our 
task is now to compute the ratio c'/c and the pressure and density ratios 
Pz/pi and p3/pi as functions of M2. 

T o this end we apply Eq. (14.21); for the first shock we have u[ = — c, 
u2 = u2 — c. Dividing all members by u2 and introducing M2 = p2u2/yp2, 
we find 

2  c Λ c \ _ c" , 2Ύ Pi 
Φ u2 \ u2J u2

2 7 — 1 P\U2
2 

7 - 1 M2
2' 

For the second shock we must first replace the subscripts 1 and 2 in Eq. 
(14.21) by 2 and 3 and then use ui = u2 - c', uz = -c'. If we divide 
again by u2

2, the equations read 

u2 \ uj \ u2) 7 - I M 2
2 

= — + 2 y P z 

u2
2 7 — 1 p 3W2 2 * 
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A comparison of the first and third members of (1) with the first and second 
members of (2) shows that c/u2 and c,/u2 satisfy the same quadratic equa­
tion. Remembering that c is positive and c' negative and that h2 = (7 + 1)/ 
(7 — 1), we find 

(3) ^ = ^ 
u2 A 

so that* 

(3') 

+ s , t . i ^ - s , -.-̂ /(ΦΤ̂  2 ' 

c 3 - 7 - AS 
c 3 - 7 + AS ' 

As M2 goes to zero, S becomes infinite, and the ratio c''/c has the limit — 1. 
A t the upper limit, M2 = 2/7(7 — 1), the value of S is (37 — l )/4, so that 
c'/c = — 2/h2, which is — ̂  in the case 7 = ^. As is to be expected, the for­
mula for c'/u2 agrees with the first result of (14.37), found in the simpler 
case studied in Sec. 14.6. 

Using the ratios c/u2 and c'/u2, in terms of M2, we can derive the density 
increase from the first shock condition, Eq. (14.10a), applied to the two 
shocks: 

(4) — pic = p2(u2 — c ) ; p2(u2 — c') = — p3c'. 

If the values from (3) are introduced into the last expression, the result 
can be reduced to 

U'\ ρΛ = 4 + ^ 2 ( 7 + 1 + 4S) 
{ } Pi 4 + M2\y + 1 - AS)' 

This quotient has the value 1 for M2 = 0 and the value 7 ( 7 + 1)/(γ — l ) 2 

( = 21 for 7 = I) at the upper limit of M2 . 
T o compute the pressure increase we can solve in Eq. (1) for pi/piU2 

in terms of c/u2 and in (2) for pz/pzu2 in terms of c'/u2 . In combination with 
(4) this leads to 

, . χ V* = c — u2 ^ 2c — (7 + 1)^2 
Pi c — u2 2c — (7 + l)u2

1-

which, by the use of Eqs. (3), may be reduced to 

pz _ 4 + yM2
2(y + 1 + 4S) 

(50 
V l A + 7 ^ 2

2 ( 7 + 1 - AS) 

* From (3) also follows (c — U2)(u2 — c') = a 2
2 . Hence the Mach numbers of the 

state 2 relative to the incident and reflected shocks are reciprocals. 



218 I I I . O N E - D I M E N S I O N A L FLOW 

Ο 1ΌΟ 1.89 w « 

FIG . 82. Pressure, density, and shock speed ratios, produced by reflection of a 
shock front, as functions of the Mach number Μ2 of the intervening flow. 

This ratio increases from 1 to 00 as Μ2 increases from 0 to its maximum 
value. 

In Fig. 82 the quantities — c/c', p3/pi , and p*/pi are shown as functions 
of Μ2 in the case 7 = 1.4. 

In a similar way the pressure ratio pz/p2, across the reflected shock alone, 
may be determined. We find 

P2 4 

which increases from 1 for very weak incident shocks (Af2 small) to 
(37 — l ) / ( 7 — 1) = 8 for very strong ones (Af2 near its limiting value). 
Alternatively this formula may be combined with (5') to give the ratio of 
the pressure increments across the two shocks, 

Pz - P2 = 4S + (γ + 1) 
P2 - pi 4S - (7 + 1) " 

This ratio approaches 1 for very weak incident shocks—corresponding to 
the acoustic case—but increases to 2 7 / ( 7 — 1) = 7 for very strong shocks. 
Similar results are found for the density. 

For very small M2 the Taylor developments of (3'), (4'), and (5') through 
terms of first order give 

(6) - ' - 1 + ^ M 2 , ^ ~ 1 + 2 M 2 , ^ - 3 ~ 1 + 2 7 M 2 . 

c Δ pi pi 

The principal results are that the reflected shock can have a velocity of 
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propagation as small as one-third that of the incoming shock and that very 
considerable increases of pressure and density may be caused by the reflection. 

2. Discontinuous solutions of the equations for an ideal fluid 

I t was stressed in Sec. 14.2 that flow patterns which include shock fronts 
cannot rightly be considered " discontinuous solutions of the differential 
equations for an ideal fluid". These equations are, of course, satisfied by 
the w,p,p-distributions in the spaces between shock lines; but across a shock 
line the conditions of inviscid flow are violated. For example, in the adia­
batic case inviscid flow requires that each particle keep its entropy value, 
but the value is changed as a particle crosses a shock line. This contradic­
tion cannot be eliminated by any sophistry about the " nature of dis­
continuous transitions". The correct theoretical basis for admitting flow 
patterns which include shocks is the fact that these flows are asymptotic 
solutions, for μ —> 0, of the equations for viscous (and/or heat-conducting) 
fluids. 

Nevertheless, as in other branches of continuum mechanics (elasticity 
theory, incompressible fluid theory), there also exist true discontinuous 
solutions of the partial differential equations for an ideal fluid. The oc­
currence of such solutions was discussed previously (Arts. 9 and 10): 
across the so-called characteristic lines certain first-order derivatives of the 
dependent variables may change abruptly,* without any of the differential 
equations being violated. Essentially, this depends upon the fact that these 
equations- do not lead to any conclusions about these derivatives across the 
characteristic. Note that shock lines are not characteristics. 

W e saw in Sec. 12.2 that in the one-dimensional flow of an ideal fluid 
there occur characteristics which have the slope u + a or u — a, meas­
ured from the J-axis. Across such a characteristic line the variables u, p, 
and ρ remain continuous, but their derivatives normal to the line may 
change abruptly; the integration theory developed in Arts. 12 and 13 de­
pended essentially on the use of these characteristics. These characteristics, 
when considered in the general theory of characteristics given in Art. 9, 
correspond to the vanishing of the second factor of Eq. (9.26). I t was men­
tioned, however, at the end of Art. 9, that in all cases of ideal fluid 
motion another type of characteristic exists, corresponding to the vanishing 
of the first factor in (9.26). In the one-dimensional case this factor is 
(u\i + λ 4 ) , indicating that the normal to the characteristic has the slope 

* A discontinuity is usually called of zero order if the variables themselves undergo 
a sudden change, of nlh order if the discontinuity appears first in the nth derivatives. 
Since, however, in fluid mechanics one may take as dependent variables either the 
velocity components, etc., or such functions as particle function and potential, this 
classification is not always unambiguous. 
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λι/λ 4 = —l/u and the characteristic itself the slope u. Thus, all particle 
lines in the x,t-plane are characteristics in this sense.53 W e shall now discuss 
the possible discontinuities which may occur across the particle lines; they 
may appear in incompressible, as well as in compressible, flow. 

The first to consider flow problems of this kind, in the case of incompres­
sible fluids, was H. von Helmholtz. 5 4 In a famous paper of 1868 he studies 
particularly the free jet problem: a steady two-dimensional flow is bounded 
by two streamlines, along each of which the pressure has a constant value. 
In the absence of gravity or other external forces this flow is not affected 
by the presence of fluid at rest, bordering these streamlines, for clearly in 
this case both the continuity equation and Newton's equation are still 
satisfied for each fluid element. Then the velocity has a jump, while ρ re­
mains continuous. A more general case is that of a surface of discontinuity 
separating two three-dimensional regions; the normal velocity vanishes on 
either side of the surface, and the pressure, but not the tangential velocity 
component, remains continuous across the surface. This type of discon­
tinuity appears in the theory of wings of finite span.55 

In our one-dimensional flow of an ideal perfect gas the following situa­
tion can occur. Consider a fluid mass within a tube, which is initially (at 
t = 0) situated between the points A and B, and whose particles move ac­
cording to certain particle lines in the o:,i-plane (Fig. 83). This flow satisfies 
the differential equations with some constant d = pip1. The pressure dis­
tribution is determined throughout, and in particular along the particle 
line ΒΒ' which starts at B. This motion is compatible with, and uninfluenced 
by, the presence of a weightless piston which is initially at Β and which 
moves according to the space-time curve ΒΒ', subjected to a pressure from 
the right which at each moment just equals the computed p. Now we can 
imagine another fluid mass, initially between Β and C, which moves in such 
a way that ΒΒ' is again the particle line of the particle initially at Β and 
the pressure along ΒΒ' equal to that computed before, while in this section 

FIG . 83. Contact discontinuity Β Β ' . 
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of the fluid p/py has a different constant value C2 .* This moving mass would 
supply the required pressure on the piston from the right, while vice versa 
the mass initially between A and Β would supply the pressure from the left 
necessary to maintain the motion of the second mass. Nothing would change 
if the piston were omitted. We would then have a flow pattern for the fluid 
mass initially between A and C, with a continuous set of particle lines and 
continuous p-distribution, but with a jump in the p-values along ΒΒ'. If 
Pi is the density on the left side of ΒΒ' and p2 the density on the right, we 
have 

for all points of ΒΒ'. 
The simplest example of this kind is the case of all particles between A 

and C moving with constant velocity under the same pressure, as one rigid 
eolumn, while the density has different constant values for the two masses 
to the right and to the left of B. I t is evident that the equation of continuity 
and Newton's equation (steady flow, no external forces) are satisfied. 

One may observe that the temperature, which is proportional to p/p, 
is not the same on both sides of ΒΒ'. But since we do not admit heat con­
duction, this has no influence on the motion. Thus we have seen that in the 
strictly adiabatic flow of a perfect, inviscid fluid, flow patterns are possible in 
which the density jumps in a constant ratio along certain particle lines, while 
velocity and pressure remain continuous. This phenomenon is nowadays 
called a contact discontinuity. 

In the speedgraph plane the line ΒΒ' is mapped into two distinct curves 
the ordinates of which, for the same abscissa, have the constant ratio 

3. Example of a contact discontinuity: collision of two shocks*0 

A simple example of a contact discontinuity occurs in the case we shall 
consider next, the head-on collision of two shock fronts. Assume that fluid 
along the interval AB of the z-axis (Fig. 84) is initially in a uniform state 
of rest: u = 0, ρ = p0, ρ = po at t = 0. Consider two shock fronts moving 
in opposite directions, one along AC causing the state 0,p 0,Po to change 
into a state ux,pi,pi, and one along BC changing the initial state to 
u2,p2,p2.b7 A t the time t0, represented by the ordinate of C, the particles 

* Analytically, the required flow on the right is determined by the prescribed 
values of u and υ on ΒΒ', and can be constructed as in Sec. 10.3. 

constant 1 
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F I G . 84. Collision of two shocks AC, BC, production of a contact discontinuity. 

to the left of C have velocity ux, pressure pi, and density p i , while those 
to the right have u2,p2,P2- In the speedgraph plane these two states are 
represented by two points 1 and 2 lying on the two branches of the shock 
curve with its corner, 0, at.(0, vo), where v0

2 = Ayp0/po(y — l ) 2 . What happens 
for t > U? 

W e can find a flow pattern for t > to which satisfies all conditions if we 
assume that two new shock fronts (reflected shocks) form at C and move 
along appropriate lines CD and CE. The two states of particles after pass­
ing through the second shock fronts will be represented by two points 3 and 
4, with 3 lying on the shock curve starting at 1, and 4 on the shock curve 
starting at 2. The two points 3 and 4 must fulfill two conditions: they 
must have the same abscissa u in order that the final particle velocity in the 
wedge between CD and CE be one and the same for all particles, and second, 
the pressure value ρ must be equal for all particles. Now it is possible, in 
general, to satisfy two conditions by choosing the slopes c3 and c4 of the 
shock lines CD and CE appropriately. The values of the density after the 
reflected shocks, however, will not necessarily be the same for particles to 
the left of C as for those to the right. Thus the final particle line through 
C (broken line CF in Fig. 84) will, in general, be a discontinuity line of the 
type described in the preceding section. 

I t is easy, in principle, to find the numerical solution, that is, the values 
of u, p, and ρ after the second shocks, when the two states Ui,phpi and 
^2,2?2,P2 are given. W e simply apply to the transitions across CD and CE 
the equation (14.29) which gives the relation between the pressure and 
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velocity changes across a shock. Using u and ρ to denote the final values of 
velocity and pressure, we have 

(7) 

(p - P i ) 2 = § ( « - «ι)2Κγ + D P + (7 - DPI ] , 

( Ρ - p 2) 2 = I (« - « 2 ) 2 [(7 + D P + (7 - DPJ. 

Eliminating ρ between these two equations, we obtain one equation deter­
mining u; one root of this equation is the common abscissa of 3 and 4 and 
therefore determines the slope of the final particle lines between CD and 
CE. Using the equation (14.32) of the shock curve, applied to the arcs 24 
and 13? we can then find the ordinates, corresponding to the abscissa u, of 
the points 3 and 4, and from these we know the values of p/pz and p/p 4 . 
On the other hand, the common value of ρ is determined by (7), now that 
u is known, so that finally the two densities p3 and p 4 , prevailing to the left 
and to the right of the discontinuity line CF, can also be computed. 

The occurrence of such contact discontinuities after a shock collision has 
been observed, although in most cases the effect is rather weak unless the 
original shocks are of great, but very different, strengths. 

T o carry out the computation, we may suppose that the pressure ratios 
Vh V2 of the initial shocks are given. Then the density ratios ξι, £2 are deter­
mined from the Hugoniot equation (14.26). Finally, the second of Eqs. 
(14.32') yields, with u0 = 0, 

φ ) Wi 2 _ 7 - 1 (?n - l ) 2 u2 _ 7 - 1 (m - l ) 2 

2 7 h2
m + 1 ' vo2 2 7 h2

V2 + 1 * 

Thus Ui/vo and u2/vo are also expressed in terms of the compression ratios. 
If we write χ and y for the unknowns u/vo and p/po, the equations (7) be­
come 

/ \2 

(7 - D 2 

(70 

(ν - να2 = ττ^-τν, ίι (jo - *)* K7 + Dv + (7 - Dml, 

& " ri* = {y
 22iy & ( * - 1(7 + Dy + (7 - DnJ. 

Once y has been found, the density ratios follow from the Hugoniot equa­
tion: 

/ Q \ P3 t h2y + 171 p 4 Ky + η2 

PO y + η?ηι po y + Λ 2 ^ 

Taking, for example, ηι = 8, η2 = 4, and > 0, u2 < 0, with y = i, 
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we find ξι = ξ2 = f, Wi/i>o = 1/λ/7, W^O = — 3/5λ/7· The solution of 
(70 gives 

s = 0.1405, y = 21.87.58 

When these values are substituted in (9) , we obtain for the density ratios 
Pz/po = 6.97, pt/po = 7.37, so that p4/p3 = 1.057. These values were used in 
the example in Fig. 84. The reader might compute for himself, from the 
given data 771,772, the four shock velocities ch c2, c3, c4, all as multiples of v0. 
I t is seen from the figure, and from the value of pjp%, that the disconti­
nuity is insignificant, even though we have started with high pressure ratios 

772. 

4. Numerical method of integration 

In all the examples we have discussed, solutions could be given con­
sisting of regions of uniform flow and simple waves, separated, respec­
tively, by straight shock lines or straight characteristics. I t is clear that 
cases with general boundary conditions cannot be treated in this way. For 
example, in the Riemann problem considered in Sec. 14.6 the solution was 
obtained only up to the moment when the shock wave to the right meets 
the simple wave to the left [point E(x0 ,t0) in Fig. 79]. The flow after this, 
for t > t0, is determined by the conditions u = 0 at χ = 0 and χ = I, 
together with the conditions within the fluid for t = to, namely, 

for χ < xo : u = f(x), ρ = g{x), ρ = h(x); 

for χ > Xo : u = 0, ρ = pi , ρ = pi . 

In these conditions xo,h are the (known) coordinates of E, and pupi the 
(known) values of ρ and ρ after the shock. The functions/(x), g(x), and h{x) 
are constant to the left of AD, but then continue with the nonconstant 
values of u, p, and ρ determined by the equations for the simple centered 
wave. I t can be anticipated that, for t > U, a curved shock line will develop, 
starting at E, but neither its shape nor the flow pattern on either side of it 
can be expressed in terms of elementary functions. In such cases one has to 
resort to numerical methods of integration, that is, one substitutes finite-
difference equations for the differential equations of the flow and then 
solves the resulting algebraic problem by the methods of practical analysis. 
We shall sketch this procedure here for the case of one-dimensional non-
steady flow of a viscous fluid, neglecting gravity and heat conduction. In­
cluding heat conduction, however, would not essentially change the setup. 

If we write σ rather than σχ, Eqs. (2) to (6) of Art. 11, with k = 0, give 

dp 1 Su ^ _ du , d{p - σ) 
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The first is the equation of continuity, the second is Newton's equation for 
a viscous fluid, the third expresses the fact that the motion is (strictly) 
adiabatic, and the last represents the usual (Navier-Stokes) assumption as 
to the form of the viscous stresses. The boundary conditions will be stated 
later. 

The third equation in (10) may be simplified by subtracting from it u 
times the second equation, giving 

7 - 1 \dt ρ dt) Γ dx 

and then replacing dp/dt by its value from the first equation, giving 

( I D ^ = ^ [ ( γ - 1 ) σ - γ ρ ] . 
dt dx 

The first equation in (10) is automatically satisfied if we introduce the 
particle function ψ [see (12.11)]. This function is constant along particle 
lines: ά-ψ/dt = 0. Then the second equation (10) becomes 

( 1 2 ) *±du + e i p - ^ = 0 

dx dt dx 

The system (10) is thus replaced by (11) and (12), together with σ = 
μodu/dx. 

T o carry out numerical integration, we let u„(t), pv(t), and xv{t) denote 
the values of u, p, and χ as functions of t on particle lines corresponding to 
equally spaced values of ψ: ypv(t) — ψν-ι(ί) = ra = constant. Then all de­
rivatives with respect to χ are replaced by difference quotients, e.g., dp/dx be­
comes (pv — pv-\)/{xv — Xy-ι), so that our three equations yield for each 
value of ν the equations 

dt 

(13) % = K + 1 ~ U ' [(7 - I V , " 7PJ, 
(It Xv+\ — %v 

Uy+l — UV 

σν = μο — . 

These equations can be interpreted as follows: in a tube of finite length 
and unit cross-sectional area, the continuously distributed fluid mass is 
considered as broken up into a finite number, say n, of mass points, each of 
mass ra. The abscissa of the I>th mass point at time t is xv(t), and its velocity 
is 

(14) „,(*) = — . 
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t 

FIG . 85. Discrete particle model for one-dimensional nonsteady viscous flow. 

The pressure and the viscous stress are considered constant in the interval 
between the *>th and (v + l )st particle and denoted by pv and σ„. Then the 
first equation (13) is Newton's Second Law for the vth mass point; the 
second equation (13) gives the rate of change of pv as determined by the 
condition of adiabatic flow, while the third expresses σν in terms of the 
variables xViuv. In the x,2-plane the motion is represented by η distinct 
particle lines (Fig. 85), each defined by one of the functions xv(t), ν = 1,2, 
• · · , η. The figure also includes two curves marked 0 and η + 1 on the 
x-axis; these lines Xo(t) and xn+i(i) are supposed given as boundary 
conditions. 

If the value of σ„ from the last equation (13) is substituted into the 
other two equations, and uv is expressed in terms of xv by (14), we have, for 
each ν (v = 1,2, · · · , n ) , a system of two simultaneous ordinary differential 
equations in xv and pv, the first equation being of second order in xv, the 
second of first order in pv. The independent variable is t, and the equations 
include a constant parameter m. The right-hand member of the second equa­
tion for ν = η includes xn+i and un+i, which are given by the boundary 
condition specifying xn+i(t). The first equation for ν = 1 involves σ 0 , 
which is determined from the boundary condition specifying x0(t): σ0 = 
μο(^ι — uo)/(xi — XQ). I t also contains po, and to make the system of equa­
tions complete, we add a (2n + l )st equation determining p 0 : 

(13') ά ^ = ^ Ζ ^ [ { 7 - 1 ) σ ο - 7 ρ ο ] . 
at X\ — XQ 

Thus we have (2n + 1) differential equations for the (2n + 1) unknowns 
Χι, X2, · ",xn ; Po, Ph " ',.Ρη as functions of t. 

The integration of the system (13) requires, in addition to the boundary 
conditions Xo(i) and xn+i(t), a knowledge of the 3n initial values xv(0), 
uv(0), and pv(0). Now the initial conditions of the original problem are 
given as three functions u0(x), p0(x), and po(x). This last function serves to 
give the value of m and the initial abscissas xy(0). For example, one may 



15.5 ON A P P L I C A T I O N OF N U M E R I C A L M E T H O D 227 

plot the integral curve Jx
0 p0(x)dx = ψ(χ) from χ = x0(0) = 0 to χ = 

xn+i(0) = I, say, and take for xv(0) the abscissa of the point on the curve 
with ordinate v\p(l)/(n + 1). The mass in each of the η + 1 intervals from 
χ = Xi_i (0 ) to χ = Xi(Q), i = 1, 2, · · · , η + 1, is then ψ(1)/(η + 1) 
and this is taken for the mass m of each of the particles. Finally, we have 
uv(0) = Uo[x*(0)], and p„(0) = po[x,(Q)] for ν = 1, 2, · · · , η. 

The computation procedure is now as follows. For t = 0, the right-hand 
members of all equations (13) and (13') are known, and from them follow 
the initial values of dpo/dt, duv/dt, and dpv/dt, while dxv/dt = u,(Q). 
Taking a small time interval At, and assuming that the rates of change re­
main constant during this interval, we can compute the values of p0, xv, 
pv, and uy at the time t = At for all ν = 1,2, · · · , η. From the values 
now found, we can go on to compute the values for t = 2 At, etc. The tech­
nique of numerical integration provides certain rules on how to improve the 
accuracy of the procedure by using successive approximations. Other rules 
to be observed concern the order of magnitude of At relative to the size of 
the segments (x„+i — xv), etc. These details, however, cannot be discussed 
here. 5 9 

5. Some remarks on the application of the preceding method 

When the step-by-step integration method just described is applied to 
cases where the boundary conditions do not lead to the occurrence of shock 
phenomena, no serious difficulty arises. If an empirical value is used for 
μο, as indicated in Sec. 11.5, one will find, in general, that the influence of 
viscosity is practically negligible. Therefore one may omit the σ-terms in 
(13) and work with the simpler system 

duv / I O \ 
m ^ = Vv-\ ~ V», (v = 1, 2, · · · , η), 

(15) 
dp, u,+\ — u, . 
~d7=~r τ Ί Ρ " (" = 0, 1, · · · , n ) . 

In particular, when the flow is initially isentropic, this furnishes a numerical 
approximation to the solution for which an analytic form was also given in 
Sec. 12.4. The approximation method must be used, however, whenever 
the boundary conditions do not lead to explicit expressions for the functions 
f and g appearing in the general integral (12.42). Straightforward compu­
tation based on Eqs. (15) will then solve the problem—if a solution exists. 

W e saw, however, in Sec. 14.1, that a solution of the differential equations 
of an ideal fluid does not exist for certain boundary conditions. In such 
cases, pursuing the computation procedure based on (15) would lead to 
inconsistencies, or to nonconvergence for increasing η and diminishing At.60 

For these cases one could try to apply the principle developed in Sec. 14.1, 
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that is, assume that the whole flow pattern consists of regions in which ideal 
fluid theory applies, separated by shock lines across which occur discon­
tinuities governed by the shock conditions. For instance, in the Riemann 
problem mentioned at the beginning of the preceding section, one has to 
suppose that for / > to the flow pattern includes a curved shock line starting 
at Ε in an unknown direction (denoted by its slope c, measured from the 
ί-axis). I t can then be seen that the Eqs. (15), combined with the shock con­
ditions, allow us to compute c and the values u and ρ for the time to + At, 
etc. 6 1 This procedure, however, is cumbersome and, although some attempts 
to find solutions in this way were made, it seems to have been abandoned.* 

I t must be noted that the Eqs. (15), or the corresponding differential 
equations 

du dp dp du 
( 1 6 ) pTt=-ex> Έ = ~ Ί ν Υ χ ' 

are not based on the assumption that p/py is an over-all constant (which 
would not be admissible in the case of curved shock lines). In fact, (15) was 
derived from (10), with σ = 0, and the third equation (10) then states only 
that p/py remains constant along each particle line (see also the following 
section). 

On the other hand, using the unabridged system (13) which includes 
viscous terms, or even equations including heat-conduction terms, has 
proved successful. As was mentioned in Sec. 14.1, the concept of regions of 
ideal fluid flow separated by lines, across which the shock conditions hold, 
is only an expedient for representing, to a certain degree of approximation, 
the solutions of the equations (10) for viscous flow with small μ 0 . If it were 
possible to find exact integrals of (10) satisfying given boundary conditions, 
for the empirical values of μ 0 , such integrals would supply more realistic 
flow patterns which would include narrow regions within which the vari­
ables u, p, and ρ change rapidly. Thus one would expect an approximate 
integral of (10) derived by means of (13) and (14) to yield a good approxi­
mation to the flow pattern. In an attempt to find an approximate integral 
of (10), however, the following difficulty arises. 

When a differential quotient, such as du/dx, is replaced by a difference 
quotient (uv+i — uv)/(xv+\ — xv), a reasonable approximation is obtained 
only if the intervals (xv+\ — xv) are small compared to any interval in which 
u experiences a sizable change (see Fig. 86). This means that at least 
several avvalues must fall within the transition region. But we saw in Sec. 
11.3 that under average conditions the thickness of a transition layer is of 
the order of magnitude of 0.1 mm or less. Now it is hardly possible to operate 

* Probably this method could be resurrected now that the high-speed computing 
machines can do the calculations involved. 
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FIG. 86. Approximation of differential coefficient by difference quotient. 

with intervals measured in hundredths of millimeters, even with the best 
computing machines available today. 

One way out of this difficulty that has been found convenient is to in­
crease the value of μ0 appearing in Eqs. (13). 6 2 If, for example, μ0 is taken one 
hundred times larger than the experimental value, one still finds that the 
greater part of the flow is hardly affected by the viscosity terms. On the 
other hand, there appear transition regions with a thickness of the order of 
magnitude of 10 mm, which are well represented by a computation based 
on intervals of the order of 1 mm. I t is important to notice that, for small 
values of μ0, the relation between the initial and final values of the transi­
tion are effectively the shock conditions, and these are independent of μ0 . 

6. The inviscid flow behind α curved shock line 

In the simple case of a straight shock line, a flow that is uniform before 
the shock is still isentropic after the shock. We shall now consider the more 
general case where, in a one-dimensional flow, a discontinuity point moves 
at a nonconstant velocity c. This corresponds, in the £,£-plane, to a curved 
shock line. I t is assumed that the motion prior to the shock is uniform, but 
it is no longer isentropic after the shock, since the magnitude of the 
sudden change of entropy at the shock transition depends, for each particle, 
on the instantaneous velocity c of the shock point at the moment when the 
particle reaches the transition line. 

The theory for inviscid flow developed in Arts. 12 and 13 was based on the 
assumption that the specifying equation for the flow was an over-all rela­
tion between ρ and p. This is no longer true of the flow after the shock, since 
different particles have different values of entropy. The condition of strictly 
adiabatic flow for the region behind the shock leads, as was seen in Sec. 1.5, 
only to the condition 

(17) 
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where S, the entropy or a given function of it, is a known function of ρ 
and p. T o study the inviscid flow behind the shock—or any inviscid flow 
for which ρ is a given function of ρ only for each particle line—we must go 
back to Eq. (11.2) and the first component of Newton's equation, namely, 

( 1 8 , + 

and proceed as in Art. 12, but this time with the less restrictive condition 
(17) in place of the over-all relation. 

Exactly as in Sec. 12.2, the first equation can be satisfied by introducing 
the particle function ψ(χ,ί): 

( 1 9 ) p = Tx> p u = -Tf 

When ψ(χ,ί) is introduced into the second equation (18), the left-hand 
member becomes, as in Sec. 12.2, 

r\2 ι *\2 Ι 
( * + + 2u a V I u 2 ^ 

but this time the expression for the right-hand side is not so simple. 
The specifying equation (17) expresses the fact that £(p,p) remains 

constant along each particle line. Thus S(p,p) is a function of ψ determined 
by the boundary conditions (here the conditions along the shock line). 
From S(p,p) = F(\p) we derive 

(20) —?2 + —fy = F ' W = i p'p 

dp dx dp dx dx 

Here F' is the derivative of F and is therefore also a known function. 
If S were an over-all constant, we would have F' = 0. I t is customary to in­
troduce the notion of sound velocity, a, even in this case, where dp/dp is 
not defined (its value depending on dx/dt). An acceptable definition (see 
Sees. 5.2 and 9.6) is 

/ 2 1 x 2  _  dS/dp = dp/dt 
K J dS/dp dp/dt' 

The second equality is an immediate consequence of (17). Thus a is a known 
function of ρ and ρ as soon as S(p,p) is known, and can be expressed in terms 
of φ and ρ if F(\//) is also known. Solving for dp/dx in (20) and using a for 
the quotient of the derivatives of S, we have 

(22) ^ = a 2 ?£ + ^ : = a 2 g + p F ' 
dx dx dS/dp dx2 dS/dp' 
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Thus the second equation (18) becomes 

The left-hand member of (23) is identical with that of Eq. (12.11'), but 
there the right-hand side was zero. 

In (23) the right-hand side includes p, which equals θψ/dx; and F', 
which is a known function of ψ once F(\p) is determined; and finally dS/dp, 
a given function of ρ and ρ which, by virtue of S(p,p) = Fty), can be ex­
pressed as a function of ψ and p. Since u is given by ( — dyp/dt): (θψ/dx), 
we see that the coefficients in (23), as well as the right-hand side, depend 
only on ψ and its first-order derivatives. Thus: Eq. (23) is a planar* non-
homogeneous differential equation of second order in ψ, differing from (12.11') 
only by the term on the right. 

For a perfect gas the entropy is proportional to the logarithm of p/py. 
Choosing S to be a simple function of the entropy, rather than the entropy 
itself, we may write 

ο/ \ Ρ dS 1 dS yp 2 ρ 
S(pyp)=Z-, τ - = - , Τ - = - - ^ Ϊ > α = 7 - , 

py dp py dp ρ Ύ + 1 ρ 

and in this case the right-hand member of (23) is py+1 F'ty). 
The principal result which we can derive from (23) is the following. Since 

the characteristics of the differential equation depend only on the second-
order terms, they are the same in the present case as in that considered 
in Arts. 12 and 13. Thus, the characteristic lines in the x,t-plane are the lines 
with the slopes u + a and u — a, where a is the same function of p,p as before. 
(See also comments at the end of Sec. 24.2.) Further conclusions analogous 
to those of Arts. 12 and 13, however, cannot be drawn. The interchange of 
dependent and independent variables, the use of the speedgraph, etc., are 
no longer of avail, since Eq. (23) is nonhomogeneous. 

I t was shown in Sec. 14.3 that the actual change in entropy across a shock 
is in most cases very small. Thus, if the flow is uniform before the shock, 
if the shock is not too strong and if, at the same time, the variation of slope 
along the shock line is slight, the derivative F' will be small. In these cir­
cumstances one may, as a rule, consider the flow after the shock to be 
isen tropic. 6 3 

7. A second approach 6 4 

There is an alternative approach to this problem of nonisentropic flow. 
If u times the first equation in (18) is added to the second, the latter is re-

* That is, linear in the derivatives of highest order, see Sec. 9.4. 
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placed by 

% (PU) +4-(p + PU2) = 0. dt dx 

This equation allows us to introduce a new function l(x,t) such that 

(24) d\ = pudx - (p + pu)dt, 

just as the first equation in (18) permits the introduction of yp(x,t) such that 

(25) d\p = ρ dx — pu dt. 

Substituting from this into Eq. (24) we have 

(26) d\ = udt - ρ dt. 

We have seen that in strictly adiabatic flow the entropy S(p,p) is a func­
tion of ψ alone, F(\p), determined by the boundary conditions. Prescription 
of F therefore provides an algebraic relation between ρ,ρ,ψ throughout 
the flow. If any two of these three variables are selected as new independent 
variables in place of χ and t, then the third may be considered a known func­
tion of these two for any given problem. Moreover, Eq. (26) can be rewrit­
ten as 

(27) άξ = udt + t dp, 

where £ = I + pt. We are thus led to select ψ and ρ as the two new inde­
pendent variables in place of χ and t, and to replace I by ξ. The functions 
u(yp,p) and t(\p,p) are then given by 

< 2 8 > ' - % • 

and Eq. (25) yields for χ(ψ,ρ): 

dx _ dt_ = 1 

(29) a * " 1 * * " ; ' 
dx dt 
η u Τ - = 0. 

dp dp 

Substitution from (28) in (29) gives 

dx = di d2£ + 1 
, , d\p d\f/ d\f/dp ρ ' 

(30) Ψ ζ F 

dx = d£ d\ 
dp ~ dtdp2' 

and if χ = χ(·ψ, ρ) is eliminated between these two equations, the following 
Monge-Ampere equation is obtained for £ = ξ(ψ,ρ): 
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(31) * * - (Λ-\ = — (1) 
Θψ2βρ2 \θψθρ/ dp\p/ 

Here, since ρ is a known function of ψ and p, the right-hand side is a known 
function of the same variables. Once a suitable solution ξ(ψ,ρ) of this equa­
tion is determined, the remaining variables u, t, and χ are given as functions 
of φ and ρ by Eqs. (28) and, according to (30), by 

*=/[(i4+:wiS4 
respectively. 

Unlike Eq. (23) the Monge-Ampere equation (31) is not planar. However, 
it has a very simple form in that its right-hand member is a function of the 
independent variables alone. This member may be rewritten as — 1/p2 times 
dp/dp, and since this derivative is to be taken wTith ψ (or S) fixed, we may 
write 

dp _ _ dS/dp _ 1 
dp ~ dS/dp ~ a2' 

according to Eq. (21). Hence 

(32) £(ΐ)=_ λ '<0, λ = 1 . 
dp \p/ ap 

Conversely, if λ is given, corresponding functions *S(p,p) and F (^ ) can be 
obtained by integrating this last equation and expressing the result in the 
form S (p , P ) = 

For a perfect gas we may take, as before, S = p/py, so that 1/p = 
p~lly\F{^)}l,y and 

(33) λ = ρ - 'δ (* ) , , = 1±1 , δ(ψ) = - y i [FW]m\ 
2y V 7 

In the case of isentropic motion, ρ is a function of ρ alone whether or not the 
gas is perfect. Then the right-hand side of Eq. (31), and hence λ, depends on 
ρ alone. For a perfect gas in isentropic motion both are proportional to 
powers of ρ by (33) since δ (ψ) is then an over-all constant. 

8. Nonisentropic simple waves. Linearization 

The Monge-Ampere equation (31) possesses two families of characteris­
tics, defined, as before, to be lines in the plane of the independent variables 
across which the analytic character of a solution may change. Along a 
characteristic either 

(34) \άψ - dt = o, o r λάφ + dt = 0, 
λ dp + du = 0, λ dp — du = 0, 
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ν zt u = constant, 

which is in agreement with Eq. (12.22). 
This suggests investigating other conditions under which one or another 

of the pairs of equations (34) possesses an integral. More explicitly, we wish 
to find those functions λ(ψ,ρ) for which there exists a function W(\l/,p£,u,t) 
such that W = constant holds by virtue of, say, the first pair of equations 
(34) and Eq. (27). This question can be answered quite generally, but we 
restrict ourselves here to those functions λ which correspond to the case of 
a perfect gas, see (33). We find that δ(ψ) must either be constant, cor­
responding to the isentropic case discussed above, or else have the form 

(35) δ{ψ) = Ηφ - φο)ν-2, 

where k and are arbitrary constants. The corresponding integral is 

(36) Wx = ν,φ + tp - ξ - , k
 1N ( t ) = constant, 

(v - 1) \p/ 

where ψ0 has been suppressed. This is easily checked, for 

dWi = (udt + tdp - d& + (*du + ^ r - d p ) + (p dt - k ^ - r # ) = 0 

along the characteristic, since there the first bracket vanishes by Eq. (27) 
and the second and third by the first pair of equations in (34). For this 
δ(ψ), the corresponding distribution of entropy from particle to particle is 
given by 

(37) Fit) = A = iyk?)\ 
For any isentropic motion, ν + u remains constant on each (u + a ) -

characteristic. Flows for which the constant does not change from charac­
teristic to characteristic are called simple waves. Correspondingly, we may 
equate Wi, given by Eq. (36), to an over-all constant and thereby generate 
a class of solutions of Eq. (31) which may be called nonisentropic simple 
waves. I t should be emphasized that for a perfect gas these solutions are 
defined only for the entropy distribution given by (37). W e may easily 

depending on the family to which the characteristic belongs. The top equa­
tions in (34) reduce, by virtue of Eq. (25), to 

dx = (u ±  a) dt, 

respectively, in agreement with the result concerning the characteristics of 
Eq. (23). For isentropic motion we have seen that λ is a function of ρ alone, 
in which case the bottom equations in (34) may be integrated to give 
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verify that this procedure does generate solutions of Eq. (31). For with 
u and t defined by (28), so that (27) holds, we have on equating dW\ to 
zero: 

ψάυ,+k*—dp + pdt - άφ = 0. 
pv p" 1 

Using (28) once more and remembering that from (35): λ = k\f/~2/p\ we 
obtain 

[*$+Κ4-λ)]#+Κ4+λ)+»$]*=°' 
which holds identically in ψ and p. Equating the coefficients of άψ and dp 
to zero and eliminating ψ and ρ themselves from the resulting equations, 
we find 

W dp2 ~ ~ Λ  J  =  ° ' 

in agreement with Eqs. (31) and (32). Thus we have shown that any solu­
tion of the first-order equation Wi = constant—with u and t as in Eqs. (28) 
—is also a solution of the original second-order equation (31). In the classi­
cal theory of the Monge-Ampfere equation such first-order equations are 
called intermediate integrals. 

A similar discussion can be made for the second pair of equations in (34). 
Again δ(ψ) is either a constant or given by Eq. (35). Now Wi is replaced by 

and equating this to a constant throughout the flow leads to anisentropic 
simple waves of a second kind, in the same way that equating ν — u to an 
over-all constant does in the isentropic case. 

W e may introduce new variables a and β by means of the equations 

a = ψι, β = W2, 

and for flows other than simple waves these may be taken as new inde­
pendent variables. The two families of curves a = constant, β = constant, 
in the ψ,ρ-plane are the characteristics, so that the variables a and β 
play a similar role to that of ξ and η in Art. 12. In these new variables it may 
be shown that 1/ψ, I/ρ, u, and t all satisfy linear second-order equations, of 
the form 

θ2Ζη , Π ί dZn dZn\ = Q 

da θβ a - β \da δβ ) 
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For 7 = | we have η = 3 for zn = 1/ψ, η = — 4 for zn = 1/p, η = 4 for 
zn = u, and η = — 3 for zn = t. For general y we have η = Ν, — (Ν + 1), 
(ΛΓ + 1), — Ν*, respectively, where Ν = (y + 1)/2(7 — 1). The analogy 
with Eq. (12.34) becomes evident if that equation is rewritten with the 
characteristic variables ξ = ν + u and η = ν — u as new independent 
variables [see Eq. (12.43)]. Thus, for the entropy distribution (37) the equa­
tions governing the motion may, by appropriate change of independent vari­
ables, be replaced by a linear equation in l/ψ, 1/p, u, or t of the type considered 
in Sec. 12.4. 

Alternatively the same conclusions concerning the characteristics, Eqs. 
(34), can be reached by considering Eqs. (17) and (18) as a planar system of 
three homogeneous first-order equations for u, p, and p. For this purpose, 
Eq. (17) is written out as 

according to Eq. (9.25). The general theory of characteristics, as developed 
in Art. 9, will then yield the characteristic conditions (34). 



CHAPTER IV 

PLANE STEADY POTENTIAL F L O W 

Article 16 

Basic Relations 

1. Direct approach 

We deal in this article with the plane, steady, irrotational flow of an elas­
tic, inviscid fluid, neglecting the influence of gravity. The basic hypothesis 
for steady plane flow is that all quantities are independent of ζ and t, 
and that qz, the z-component of the velocity vector q, vanishes. The com­
ponents of q are then functions of the coordinates χ and y. The relations 
valid for this type of motion are contained in, or can be derived from, var­
ious discussions in Chapters I and I I . For the convenience of the reader, 
however, we start here by setting up the main equations of our problem 
without making use of previous results, except, of course, for the very first 
principles. 

The fact that a motion in the x,?/-plane is steady gives the equation of 
continuity ( l . I I ) the form 

(1) d(pg*) _j_ d(pqy) = 0 

dx dy 

The fact that it is irrotational is expressed by 

(2) ψ - ψ = 0. 
dx dy 

Both equations can be transformed in such a way that they become inde­
pendent of the choice of the coordinate axes. Denote by d/ds differentiation 
in the direction of the velocity vector q, and by d/dn differentiation in the 
direction which makes an angle of + 9 0 ° with the first. If we identify, at a 
point P, the x- and ^/-directions in (1) and (2) with the s- and n-directions, 
respectively, (1) and (2) yield 

* ds μ ds μ dn 9 ds dn 

237 
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η 

q+^ds streamline 

FIG. 87. Streamline and normal. 

since qx = q, qy = 0 at P . Although qv = 0, the derivatives of qy = qn 

are not zero. If θ denotes the angle between q and any fixed direction, it is 
seen from Fig. 87 that the increment of qy isqdd; thus, 

(3) 
dqy _ dqn _ 6Θ q_ dqy 
dx ds ~ qds ~ R' dy 

dqn = dd_ 
dn ~ q dn' 

where 1/R = dd/ds denotes the curvature, and R the radius of curvature 
of the streamline. The equations of continuity and irrotationality, (1) and 
(2) , respectively, then take the forms 

(4) 

d(pq) , dd dq , dp , dd Λ 

- a T + p q ^ ^ p d s + qds+pqdn = ^ 

dq d6 
— — q — = 0 , 
dn H ds 

or, equivalently, 

(40 
d(\og ρ) , θ (log q) , Μ = Q 

ds ds dn 
θ (log q) dd = 

an a« The variable ρ still appears in (4) , but may be eliminated as follows. The 
fluid, assumed elastic, satisfies a (p,p)-relation. Thus there is a derivative 
dp/dp, which we have called a, where a is the sound velocity, and 

(5) 
i_ap a2 as' dp _ dp dp 

ds dp ds 

The s-component of the Newton equation—which in the absence of gravity 
and viscosity is equivalent to the differential form (2.210 of the Bernoulli 
equation—is 

(6) 
dp 
ds 

dq 
dt 

dq 
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Then, if we introduce the Mach number Μ = q/a, the Eqs. (4) read 

dq _ q ΘΘ dq _ d0 
U ds ~ M2 — lfrn' dn'qds' 

Here the first equation is independent of the assumption of irrotationality. 
However, Μ involves a as well as q. To eliminate a we use the Bernoulli 

equation in the integrated form [see Eq. (8.3)]: 

(8) t+[^. = constant, 
2 J ρ 

where, in the irrotational flow of an elastic fluid, the constant is the same 
for the entire flow, as shown in Sec. 6.5. 

The explicit computation will be carried out only for a polytropic fluid: 
ρ = CpK, where κ is a constant > 1. Then 

a = —, f — = — K—- - + constant = a + constant, 
ρ • ' ρ κ — 1 ρ κ — I 

and the Bernoulli equation is 

2 2  2 
q _|_ a _ a* 

2 κ - ι κ - ν 
where a8 denotes the value of the sound velocity at a stagnation point. 
Thus, 

2 2  Κ — 1 2 

(9) a = a, - —— q , 

and 
κ + 1 2  2 

2  0 2  — κ — q - ds 
(10) Μ 2 = — = Q—— M2 - 1 = - 2 

a 2 2 κ — 1 2 2  κ — 1 2 
αβ ^ α β 2~~ 9 

The equations (7), with Μ2 — 1 expressed by (10), and a scale factor a8 

chosen, are two differential equations of first order for the unknowns q and 
Θ. The set of Eqs. (7) and (10) includes all the information on which the 
analysis of the flow pattern under discussion will be based* If, in addition to 
the velocity distribution, the values of pressure, density, and absolute 
temperature are required, these follow from the Bernoulli equation in 
connection with the (p,p)-relation and the equation of state. (See Art. 8, 
and in particular Sec. 8.4, where in Table I, numerical values of the vari­
ables are given for the polytropic case with κ = y = 1.4.) 

* In the general non-polytropic case Eq. (8) takes the place of (10). 
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Reviewing our earlier results we note that the fact that ρ and ρ can be 
expressed in terms of q justifies the use of q as a dependent variable. Then 
the other natural variable to determine q is 0, i.e., the angle that q makes 
with some fixed direction; moreover, 0 determines the streamline pat­
tern, which is fixed for steady flow. I t is then likewise natural to introduce 
the rate of change along a streamline, d/ds, and the rate of change in the 
direction normal to the s-direction.* 

From (9) it is seen that a decreases steadily as q increases from zero, and 
that a vanishes for q = qm where 

(11) 

This value of q cannot be exceeded. Introducing qm in (9) gives the Ber­
noulli equation in the form 

( 9 ) a = (qm - q). 

On the other hand, from (9), q equals a if both have the value 

( Ι Ι ' ) ϊ, = α ( - y ' ^ f j * . 

This value, defined by the condition q = a, has been called the transition 
velocity, also sonic or transonic speed. The poly tropic relation in the form 

Pi \ P i / 

where px, pi, ai are some corresponding values of ρ, ρ, a, shows that p, p, 
and (since κ > 1) also p/p vanish for q = qm . 

From the polytropic relation and (9') the relation between pressure and 
velocity [see Eq. (8.28)] takes the form 

J > / < κ - 1 ) 

(12) ^ = [ ~ l - ^ ~ * 
Ps L Qrn2_ 

where p8 is the value of ρ at a stagnation point, f The relation between 
density and velocity corresponding to (12) is 

(120 - = 1 - Λ · 
Ps L Qm2_\ 

In the following we shall let p8 = 1, unless otherwise specified. 

* If the equations are considered in a region rather than at a single point, we are 
actually using curvilinear coordinates, namely, the system of streamlines and their 
orthogonal trajectories. 

t In Sec. 8.1 the relation between ρ and q was discussed for a general (p,p)-rela­
tion, while in Sec. 8.3 a polytropic relation was assumed. 



16.2 P O T E N T I A L A N D S T R E A M F U N C T I O N S 241 

Dimensionless variables can be introduced in various ways, dividing q 
either by qm , or by a8 , or by at = qt . With the dimensionless quantity 
ν = q/a8 Eqs. (7) and (10) become: 

/ i r 2 * \ dv ΘΘ dv θθ (Μ - 1) - = ν —, — = ν - , 
ds dn dn ds 

(13) 
2 _ ( « + l ) . 2 - 2 

2-(κ-1)ν2 ' 

which include no parameter except κ. 

2. Equations for the potential and stream functions 

The differential equation for the potential of an irrotational inviscid flow 
has been derived in its most general form in Sec. 7.2 and later considered 
for steady plane motion in Sec. 7.5. Writing now φ instead of Φ wre quote 
Eq. (7.31): 

(14) p ( l - φ ) - 2 ^ ^ + Ρ ( ΐ -4)=0. 
dx2 \ a2 / dxdy a2 dy2 \ a2 / 

Here 

α»,-««ι Λ •-(£)• + (£)" 
and a is to be determined from (9). I t follows from (15) that 

(15') ψ = q, % = 0. 
ds dn 

T o derive (14) directly and at the same time obtain its form for the 
natural coordinate system introduced in Sec. 1, we obtain from the first 
of Eqs. (7) and (15'), 

(16) Αφ=&ν^ρ+Μ=Μ>Ρ = Μ>% 
ds dn ds ds2 

and since Αφ is the sum of second derivatives in any two directions orthog­
onal to each other, Eq. (16) gives 

»e'> % - « · - . > § . 
If, on the other hand, q2dq/ds is replaced by q d(q/2)/ds in (16), q is taken 
from (15), and q d/ds is replaced by qx d/dx + qy d/dy, we find immediately 

1 / 2 d2<p δ2φ 2 d2<p\ 

which is identical with (14). 



242 IV . P L A N E S T E A D Y P O T E N T I A L FLOW 

In the case of two-dimensional steady motion another approach is 
possible. Instead of satisfying Eq. (2) by introducing the function φ, we 
may satisfy Eq. (1) by setting 

(17) « . = w ρ* = — * 

Hence, 

(18) ^ = 1 ^ ^ = — 1 ^ 
dx ρ dy' dy ρ dx' 

In the natural coordinate system we have 

(18') ^ = 15^ ^ = — 1 ^ 
ρ dn' dn ρ ds' 

The function ψ, the stream function, has the property that its value is con-
stant along a streamline; in fact, using (15') and (18') we obtain 

The last equation states that άψ is the mass flux moving through the 
cross section of a stream tube of unit height between the lines ψ and ψ + άψ. 

Equations (18) and (18') show that the lines φ = constant, the equipo-
tential lines, or potential lines, are orthogonal to the lines ψ = constant, the 
streamlines. 

Next it is seen that ψ satisfies an equation of second order of exactly the 
same form as (14). T o show this, we compute d2yp/ds2, and obtain 

dfy d / \ dqn 

according to the definition of ψ, Eq. (17). The π-component of the Newton 
equation then yields 

(20) ^ = \ψ = 1 ψ , 
ds2 q dn q dn 

where, as before, a2 = άρ/άρ. Using the second expression for d2\p/ds2 in 
these last two equations, and the condition of irrotationality (7) in the 
form dqn/ds = dq/dn, we have 

(20') ( M 2 - i ) | V - ? ^ + p f i - * M = |V 
ds2 dn dn dn dn2 

* If φ and ψ are to be of equal dimensions we have to set pqx = po fy/dyf p'qv = 
—po θψ/dx, where p 0 is some standard density. We set po = P« = 1, in accordance with 
the remark at the end of Sec. 1. 
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Thus ψ satisfies the same equation in natural coordinates as does φ [see 
Eq. (16')]· 

If now d(pq)/dn in Eq. (20') is replaced by (l/Pq)d(y2q2)/dn, also p2q2 by 
(θψ/dx)2 + (dt/dy)2, and q d/dn by qx d/dy - qy d/dx, we obtain 

2 θ2ψ 2 dfy θ2ψ 2 dfy 
q dn-* = q v Μ " 2™ν dxTy+qxW2' 

Moreover, Αφ = d2t/ds2 + 32ψ/θη = -θ2φ/θχ2 + d^/dy2. Hence, Eq. (20') 
becomes 

Although this is apparently the same equation as (14), it cannot be used 
in the same way, for a2 is expressible in terms of the derivatives of φ by (9) 
and (15), while the relation between a2 and ψ is less direct.* 

A few comments may be added. While the existence of a potential de­
pends on the assumption of irrotationality, the stream function is based on 
the always-valid continuity equation in cases where this equation is essen­
tially two-dimensional. This is so in the problem of the present chapter 
and in steady three-dimensional flow with axial symmetry (see Sec. 7.7). 
If the axis of symmetry has the x-direction and y is the radial direction, 
the equation of continuity has the form 

έ i y p q z ) + Ty i y p q v ) = °' 

and a stream function may be defined by 

θψ θψ ι 
pyq* = dy~' m " = - T x -

We shall not consider this problem, although many results and pro­
cedures are very similar to corresponding ones for the plane (x,y) -problem 
(see Sec. 9.4). Stream functions cannot be defined in the corresponding un­
steady problems, in contrast to the situation in the theory of incompressible 
fluids. 

Various analogies exist between the (x,t)-problem of Chapter I I I and the 
(x,y) -problem considered in the present chapter. In both cases the equa­
tions of the problem form a system of two homogeneous, planar, nonlinear 
partial differential equations of first order, whose coefficients contain only 
the dependent variables p, u and qx , qy , respectively; such systems are 
sometimes called "reducible". Thus by an interchange of variables a linear 

* The present derivation was chosen in view of a generalization of Eq. (21) (see 
Sec. 24.2) which will cover cases where irrotationality is not assumed. 
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system may be obtained in the speedgraph or hodograph planes. The poten­
tial and particle functions of Sec. 12.2 correspond, of course, to the present 
potential and stream functions, and the apparently identical Eqs. (12.11') 
and (12.12') to the Eqs. (14) and (21) of the present section. The (xjt)-
problem, which is always hyperbolic (so that there are always real charac­
teristics), corresponds mathematically, as we shall see later in more detail, 
to the supersonic (x,y)-problem. Accordingly, we shall have to expect 
difficulties not existing in the (x,t)-problem.2 

3. Subsonic and supersonic flow. Characteristics3 

The general theory of characteristics developed in Art. 9, when applied 
to the potential equation (14), led to the following results. The equation is 
elliptic (no real characteristics) in a region where the velocity q is smaller 
than the local sound velocity a (M < 1); when q > a (M > 1), the equa­
tion is hyperbolic and the lines crossing the streamlines at the angles ± a 
(where sin a = l/Af) are characteristics (Mach lines); the transition 
occurs for q = a (M = 1). A short derivation of these results, independent 
of the previous arguments and based on Eqs. (7), follows. 

Assume that a velocity distribution satisfying Eqs. (7) is known on one 
side of a line <£ (Fig. 88). One may ask, to what extent is the flow on the 
other side of £ determined? Obviously the derivatives of q and Β in the 
direction of £ are known. If £ crosses the streamline at the point Ρ at the 
angle β, these given quantities are (if d/dl denotes the directional derivative 
in the indirection) 

/oo\ dq dq _ . dq . ^ θθ 3Θ _ . όθ . _ 
(22) -f = -2 cos β + sin β, — = — cos β + — sin β. 

dl ds dn dl ds dn 

When, by use of (7), derivatives of θ are replaced by derivatives of q, 
Eqs. (22) become 

(22') 
3sC°S β + VnSm β = TV 

ψ{Μ*- 1) S i n 0 + ! - 9 c o s 0 - j g , 
ds dn dl 

F I G . 88. Determination of flow from data along «£. 
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two linear equations for dq/ds and dq/dn; they have a unique solution, ex­
cept when the determinant of their coefficients vanishes, that is, except 
when 

cos β sin β 
(Μ2 - 1) sin β cos β 

= 1 - Μ2 sin2 3 = 0. 

The same condition is found if, in (22), one eliminates the derivatives of q 
by means of (7) and then tries to solve the two equations for θθ/ds and 
θθ/θη. 

The present result follows also from Eq. (10.2') if we identify in turn 
x, y, u, v, and φ with s, n, 0, g, and β. 

The conclusion is that whereas, in general, the values of q and 0 given 
along a curve £ determine the first-order derivatives of both q and 0 at 
each point of £, no such inference is possible if, in the case Μ > 1, £ 
crosses the streamlines at an angle whose sine is ztl/M. Along such a line 
segment any two solutions of the partial differential equations (7) with 
the same values of q and 0 along that line can be patched together, since 
the derivatives of q and 0 in an "exter ior" direction, i.e., in a direction 
different from that of £, are not determined by the data along £ and the 
differential equations, and may therefore be different on the two sides. For 
example, we shall see (Art. 18) that a uniform flow on parallel straight 
streamlines can be continued as a flow along curved streamlines if and only 
if the transition takes place along a line that intersects the streamlines at 
the Mach angle a = arc sin l/M (see Fig. 44). (Here the transition line £ 
is a straight line, since in the uniform flow region q, a, and consequently a 
are constant along the line.) The line which we obtain by turning q at each 
point in the positive (negative) sense through the angle a is called the plus 
characteristic C+, or plus Mach line (minus characteristic C~, or minus 
Mach line). 

Denoting by φ+ (φ~) the angle which a C+ (C~~) makes with a fixed 
direction, say with the x-axis, and measuring 0 likewise from the x-axis, 
we arrive at the characteristic conditions or direction conditions 

φ + = θ + α, φ~ = 0 - a 

(23) sin a = , or cot a = Λ/Μ2 — 1. 

Here a depends only on q or, by Eq. (10), on M. The formulas show 
clearly how the characteristic directions depend on the solution g, 0 under 
consideration.4 

Since sin a is smaller than 1, except at a sonic point, and is nonnegative, 
the positive direction on each characteristic may be defined as the one that 
makes an acute angle with the velocity vector. I t is then obvious that pre-
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scribing the two positive characteristic directions at a point, except where 
Μ = 1, is equivalent to prescribing q. In other words, the velocity dis­
tribution in a region is uniquely determined by the two sets of directed 
characteristics. 

We know from the general theory that, in contrast to noncharacteristic 
curves, along a characteristic the values of q and θ cannot be chosen arbi­
trarily. In fact, from Eqs. (22') we find 

~ cos a — q ^ sin a = ~ [cos β cos a — (Μ2 — 1) sin β sin a] 

Since M2 — 1 = cot2 a, both brackets vanish if β = α, that is, if d/dl refers 
to differentiation along a plus characteristic. In the same way we see that 
cos a dq/dl + q sin a 36/dl = 0 if d/dl refers to a minus characteristic. 
Hence one has, with an obvious notation, the following relations between 
derivatives of q and Θ along a Mach line: 

(24) _ = , t a n a ^ , - g t a n * ^ , 

or [see also Eqs. (9.17)] 

(24 ;) = g t ana , along a C + ; ^ = — gtan a, along a C~. 
du do 

In rectangular coordinates, letting qx = u and qy = v, we obtain from Eq. 
(9.15) or by direct computation 

Equations (24) are the compatibility relations, introduced in a general form 
in Sec. 9.3 and discussed in detail for k = η = 2 in Sec. 10.2, which hold 
between the derivatives of the dependent variables along a C+ and along 
a C~, respectively. They show that along a characteristic, θ is a function 
of q, and uniquely determined by specifying q and 0 at a single point. 
We see that here in contrast to the linear case a characteristic may be 
any geometrically given' curve, with compatible values of the dependent 
variables prescribed along it such as to make it "characteristic,\ Although 
it follows from the general theory of Arts. 9 and 10, as well as from the 
derivation at the beginning of this section, we state explicitly: For a steady 
plane potential flow of an elastic fluid, the streamlines are not exceptional 
or characteristic; the only characteristics are the Mach lines. 

ds 

+ ~~~ [sin β cos a — cos β sin a]. 
dn 

along a C*. 
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4. Basic boundary-value problems 

The role played by the characteristics in the solution of boundary-value 
problems (see Sees. 10.2 and 10.3) can now be explained in our present 
case as follows. Along an arc AB values of q and θ are given (Cauchy problem) 
in such a way that the curve A Β has at no point the direction of either of 
the characteristics; this means that at no point is the angle between the 
curve and the z-axis equal to 0 + a(q) or 0 — a(q), where a(q) is a known 
function of q whose form depends on the (p,p)-relation.* Consider the 
neighboring points 1 and 2 on A Β (Fig. 89) and draw the characteristics 
through them, or rather, straight lines in the characteristic directions* 
(Knowing q and 0, we know their directions 0 ± a). They have an inter­
section, 3, on the upper side of AB, and an intersection, 4, on the lower 

C 

D 
FIG. 89. Cauchy problem. 

side. Considering all distances 12, 13, and 23 as infinitesimal and neglecting 
terms of higher order, we conclude from (24) that, with an obvious nota­
tion, 

ft — gi = + ( 0 3 - 0i)gi tan ai 
(25) 

qz — 02 = — (03 — 02)02 tan a2. 

For the point 4 the opposite signs hold in Eqs. (25). With respect to the 
unknown qz and 0 3 , the determinant of these equations is 

(qi tan a\ + q2 tan a2), 

which is different from zero since tan a cannot change sign; thus both g3 

and 03 can be computed. In this way, starting from a sequence of neighbor­
ing points along AB, one can derive from the given values of q and 0 on AB 
the values along a second row of points, A'B'. Continuing in the same 
manner, q- and 0-values are found for all lattice points within a curvilinear 
triangle ABC, where AC and BC are characteristics, one belonging to the 

* This section is, mathematically, a straightforward application of the considera­
tions of Sec. 10.3 to our flow problem. In order to avoid repeated interruption of the 
presentation we refer the reader to Art . 10 for .more careful formulations, for com­
ments and Notes. 
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plus set and one to the minus set—provided the procedure does not break 
down earlier, which can happen if the direction of a cross line such as 
Α'Β', A"B", · · · approaches somewhere a characteristic direction (see 
Sec. 10.3). However, due to the noncharacteristic nature of AB, and the 
continuity of all functions involved, this can happen only at a finite distance 
from AB. All these conclusions apply, of course, also to the triangle ABD 
on the lower side of AB. 

As a second case, consider data given along two intersecting lines A Β and 
AC, one of them a characteristic. Assume that A Β is a minus characteristic 
and that the noncharacteristic arc AC is in one of the angular spaces 
between AB and the plus characteristic through A. Values of q and 0 along 
A Β must be given in such a way that at each point its angle with the rr-axis 
is φ~ = 0 — a, and such that the second equation (24) holds. It follows 
that if the geometric shape of A Β is given, we may prescribe only the value 
of either q or 0 at one point of AB; then q and 0 are determined along AB. 
We further suppose that either 0 or q (or some component of q) is given 
along AC. 

From the data along A Β the initial elements of the plus characteristics 
at all points of A Β can be derived (Fig. 90), and we assume that they are 
plotted in the direction toward AC. If the point 1 is adjacent to A, the 
characteristic element through 1 will cut the line AC in some point 3. 
From a given value at 3 and from qz — qi = (03 — 0ι)#ι tan αϊ , both the 
quantities 03 and qz can be derived. This enables us to find the beginning 
34 of the minus characteristic through 3, and the compatibility relations 
applied to the segments 34 and 24 give the values q^, 04 · In this way, 
step by step, the whole quadrangle ABDC, where CD and BD are charac­
teristics, can be filled by a net of points at which q is known. 

A slight modification of the procedure has to take place if A C is likewise 
a characteristic, here a plus characteristic. If we know that of two in­
tersecting arcs, given geometrically, one is a C+ and the other a C~, then 
neither 0 nor q can be arbitrarily prescribed anywhere along these two 
curves. Their values follow from the two direction conditions and the two 
compatibility conditions, with both qA and θΑ determined by the two direc­
tion conditions at A. The stepwise construction of the net inside the char-

C" 

FIG. 90. Data along two intersecting lines, one of them a characteristic. 
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.0 

A 
C 

θ 
FIG. 91. Plane duct. 

acteristic quadrangle ABDC is analogous to the preceding one and to the 
procedure in Art. 10. 

As an example, consider the duct ABCD of Fig. 91. The entrance veloci­
ties along A Β determine, independently of the shape of the walls, a super­
sonic flow in triangle I. Since the walls are streamlines, we know θ along 
them. The values of q and θ found for A Ε with the known 0-values along 
AD determine q in AEF, region I I , where AE and EF are characteristics. 
In the same way, knowing 0 along BC leads to the velocity distribution in 
BEG, region I I I . From the values of q and θ along EF and EG (two charac­
teristics) follow those in region IV, and so on. All this holds, of course, only 
in the case of a purely supersonic motion. In a subsonic flow it is not pos­
sible to attribute the flow pattern in any partial region to the influence of 
specific data. 

5. Hodograph 5 

In Sec. 8.2 the notion of hodograph has been introduced as follows. In a 
steady two-dimensional flow a point-to-point correspondence was made 
between a point P(x,y) in the x,y-p\&ne, at which the velocity is q, and a 
point Pf in a qx,qy-p\sn\e with rectangular coordinates qx, qy or polar co­
ordinates q,6. This mapping of the points Ρ onto the points P' is known as 
the hodograph transformation. In general, a streamline in the physical plane, 
or plane of flow, is mapped onto a line in the <?,0-plane, the hodograph 
plane, which we again call a streamline. Our first task is to find the differ­
ential equations which the stream function and the potential function have 
to satisfy as functions of qx and qy , or of q and Θ, rather than of χ and y 
or other coordinates in the flow plane. The passage to the hodograph plane, 
that is, the introduction of the previously dependent variables q and θ as 
independent variables, is equivalent to the interchange of the pairs x,y and 
qfi as studied in Sec. 10.6. 

Let / be a differentiable function of q, and consider its value at the point 
Ρ of the physical plane and at a neighboring point P i . Let d/dl designate 
differentiation in the direction Ρ Pi ; then 

(26) 
df = dfdg dfde 
dl dq dl d6 dl' 
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We apply this formula four times, taking φ and ψ for / and the directions 
ds and dn (Fig. 87) for dl. Then recalling (15') and (19), 

(27) 
dip 
ds dn 

= o, 2-· 
we find the following two pairs of linear equations for dq/ds, dB/ds and 
dq/dn, dB/dn, as the respective unknowns: 

(28) 

_ d<p dq , d<p dB 
9 ~ dqds dB ds' 

0 = ^ 4- tyfOL 
~"dq ds dB ds ' 

Q _ d<p dq d<p dd 
~ dqdn dBdn' 

d\p dq , dip dB 
pq = — —- Η — - — . 
HH dq dn dB dn 

Each of these two pairs has the determinant 

dip dip 
(29) D = dq dd 

dtp d\f/ __ d(<p,\f/) 
δθ dq ^ d(q, Θ) ' 

the Jacobian of φ,ψ with respect to q,B. Supposing that D is different from 
zero, we obtain 

(30) 

dq _ 
ds 

1 
D 

dip 
QdB> 

dB 
ds 

dA = 
dn 

— 
1 d<p 
Dpqde> 

dB 
dn 

1 βψ 

1 θφ 

If these values are introduced in the two basic equations (7), the factor 
1/D drops out, and we obtain the fundamental equations in the hodograph 
plane 

d<p = Μ2 - Ιδψ 
dq (31) 

pq dB 
dip 

d$ 

qcty 

pdq ' 

When (31) is compared with equations (18) and (18'), which follow im­
mediately from the definitions of potential and stream function, its su­
periority is obvious. Since ρ and Μ are given functions of q, and q is an 
independent variable in (31), these equations are linear. 

By anojther differentiation we can easily eliminate either φ or φ and ob­
tain a single second-order equation for the other: 
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(32") 

2 Λ _ κ_-^ A aV / *_+_i A aV 
„ 9 V 2 a2Jdq2^ \ 2 α , 7 θ02 

Here the first and third parentheses can be written as (1 — q2/qm
2) and 

(1 — q2/q2)f respectively. 
In a similar way we find 

4- 1 - M2 d2<p 1 - M2 _d_ ( pq \ = 0 

? 2 <*02 ΡΪ <fy \1 - d° 

If we carry out the differentiation, a term dM/dq or da/dg will eventually 
remain. In the case of a polytropic gas we obtain 

(33") q\l - M 2 ) 0 + (1 - M 2 ) 2 1 | + ?(1 + *Μ<) * = 0, 
where M2 may be replaced by means of (10). Equations (32) for ψ are sim­
pler than (33) for φ. 

For an incompressible fluid, p = ps = 1, α —> <», Μ —> 0, the equations 
(31) reduce to the Cauchy-Riemann equations in the variables log q and 
—0, and both (32') and (33') reduce to Laplace's equation in these variables. 
In this case a complex potential w(z) = φ + ίψ, where ζ = χ + iy is intro­
duced. If w is differentiated with respect to ζ the complex velocity f 

ζ = w (ζ) = — + ι—- = qx - iqy = qe 
dx dx 

is obtained, and w(z) is an analytic function of f, although in general not 
given by only one series in the whole field of flow. 

Carrying out one differentiation in (32) we find 

aV _ M2 - 1 ρ d_ (q\βψ 
dq2 q2 ΘΘ2 qdq \p) dq 

Now using (from the Bernoulli equation) 

d / l \ _ 1 dp dp _ 1 q 

dq\pj p2 dp dq pa21 

we obtain Chaplygin's equation 

Of) ^ + L ^ . 2 | V + i ( 1 + M 2 ) ^ = 0. 
dq2 q2 dd2 q dq 

This equation is true for an arbitrary elastic fluid. If, for a polytropic 
gas, M2 is expressed in terms of q by means of (10), the result is 

_ 2 \ Λ 2 , / ι 1 _ 2 \ Λ 2 , 
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T o the equations (31) through (33) we may apply the methods of inte­
gration valid in a linear problem, especially the method of combining 
particular solutions. But it would not be correct to say that by transforma­
tion to the hodograph plane our original problem has been "linearized". 
(This can be done only by taking recourse to approximations.) We have, 
however, split off one portion of the total problem that can be treated by 
methods of linear analysis. 

As seen in Sec. 1 (for a polytropic fluid) and previously in Sec. 8.2, the 
hodograph mapping of the flow lies inside a circle of radius qm, the super­
sonic part falling in the annular region between this circle and the sonic 
circle of radius qh the subsonic part being inside the sonic circle. The ratio 
of the two radii is, for a polytropic fluid, 

h2 = 6, h = 2.45 for κ = 1.4, and h = 2.437 for κ = 1.405. All this is in 
agreement with the discussion in Sec. 8.3. 

6. Characteristics in the hodograph plane6 

Since the transformed equations (31) are linear, there exist fixed char­
acteristics, Γ, in the hodograph plane. By the formulas given in Art. 10, 
equations of these characteristics can be written down for the linear system 
(31) or read from (32') or (33') by formulas found in Art. 9: 

Equations (35) also follow from the compatibility relations (24) [see Eq. 
(10.5) with a = b = 0 and the coefficients a; and hi (i = 1, · · · , 4) de­
pending only on u and v]. Computing (35) in these two ways, by means of 
the linear equations (31) and from the equations (24), gives, incidentally, 
a proof of the fact (studied in full in Sec. 10.7) that the Γ-characteristics of 
the linear equations in the hodograph are the images of the ^characteris­
tics in the x,?/-plane. 

For an independent and direct derivation of this fundamental relation 
we consider the mapping of the characteristics in the physical plane, the 
Mach lines, onto the hodograph plane. W e ask: if the points P, Pi of the 
physical plane are mapped onto P\ P\ of the hodograph, what is the 
direction of ΡΊ\ when PPX makes the angle ±a with the streamline 
through P? The changes of q and 0 from Ρ to P\ are 

(34) 

(35) = = =t -
dq q q q tan a' 
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Using Eqs. (7) and M2 — 1 = cot 2 a, we have 

(36) dq = (~ =b q tan a ^ J ds, dd = (— ± - cot a — J ds, \as as/ \as q ds/ 

from which Eq. (35) again follows, or 

(37) 
dB ^_ 

q — = dz cot a . 

The quotient q dd/dq is the tangent of the angle between the tangent 
to Γ at P ' and the radius vector O'P ' (Fig. 92). Thus (37) states: The 
characteristics Γ + , Γ~ in the hodograph plane form the angles ± α ' , where 
a = 90° — a, with the radius-vector direction (the direction of q). In 
other terms, the C+ in the physical plane through Ρ is perpendicular to 
the Γ - in the hodograph through P', and similarly for C~ and Γ + [see also 
Eq. (24") ] . 

The essential property expressed in (35) or (37) is not, however, this 
metric relation between the directions of the C- and Γ-characteristics but 
rather the fact that the slopes of the Γ-characteristics at P ' are determined 
by the coordinates q and θ of P ' . Therefore the hodograph characteristics 
can be computed and drawn once and for all, without further use of the 
Eqs. (7) or (18). They depend only on the (p,p)-relation. 

In polytropic flow, cot a = \/Μ2 — 1 is given by the square root of the 
second expression of (10), and (37) becomes 

(38) dd = =b 
(κ + 1) q2 — 2a8

2 h dq = /h2q2 — qm
2\ 

_2a2 - {κ - 1) q2\ q ~ \ qm
2 - q2 ) 

] dq 

q ' 

By integration we obtain 

(39) θ = ± ( α + ha + constant), 

F I G . 92. Mach lines and hodograph characteristics. Physical Plane. Hodograph 
Plane. 
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where σ is denned by 

h ( 2 — 2 \* 
(39') c o W = A t a n a = ^ r ^ } = * (J^f?) ' 
as can be verified by differentiation, or, in one formula, 

(39") zt θ = arc tan ^ / j ^ 2 = + h arc tan ί + constant. 

The expression to the right can be written in various other equivalent 
forms.* As q increases from qt = qm/h to qm , Μ goes from 1 to » , σ from 
0° to 90°, α from 90° to 0°, ot (the angle of the characteristic with the 
radius vector) from 0° to 90°, and 0 increases (upper sign) along a plus 

FIG. 93. The hodograph characteristics as epicycloids. 

characteristic or decreases (lower sign) along a minus characteristic by 
(A - 1) times 90°, which is 130.45° for κ = 1.4, and 129.32° for κ = 1.405. 

The geometrical nature of these characteristics is explained in Fig. 93. 
Let P' be an arbitrary point in the annular region corresponding to super­
sonic flow between the sonic circle Ct and the maximum circle Cm . Let C 
with center Μ and radius (qm — qi)/2 be that circle through P' tangent to 
both Ct and Cm , for which the inclination of O'M is greater than 0, i.e., we 
consider a r +-characteristic. Let B\ and B2 be the points of contact of C 
with Ct and Cm, respectively. B2P' and ΟΆ are perpendicular to the 
straight line P'BiA. Then Β^Βχ/Ο'Βγ = h - 1; hence AP'/ABX = h and 

q2 - ( 0 ' A ) a = * V - {0'A)\ (OfA)2 = K-^± (qm
2 - g2) = a2. 

Hence O'P'A is the Mach angle a, and AP' is normal to the r +-characteris-

* This equation, which gives the relation between θ and Μ or between θ and q 
along a characteristic line, is of course identical with the compatibility relation (24), 
which here could be integrated. 
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FIG. 94. Two epicycloids with horizontal initial direction. 

tic through P'. Also, cot AO'Bx = h tan O'P'A, and therefore AO'Bx is the 
angle a defined in (39'). From (39), 0 = a + ha - 90° + Bt, where 0, 
denotes the angle of the initial direction O'B0 to the fixed direction. The 
arc ΒχΡ' equals 2a(qm — qi)/2 = (h — l)qta, while the arc B^Bi equals 
qt[(6 — 0i) + (90° — a) — a] = qt{ha — a) and the two arcs are equal. 

The characteristic Γ + is thus generated by a point P' fixed on the circle 
C as it rolls without slipping on the exterior of the circle Ct starting at Bo. 
Such curves are called epicycloids. Reversing the sense of the rolling, we 
generate the r~-characteristics. Both sets of characteristics are congruent 
epicycloids, and any curve of each set can be obtained from a fixed one by 
rotation around 0'. 

Incidentally, if h is an irrational number, indefinite continuation of the; 
rolling would finally generate epicycloids arbitrarily close to all epicycloids 
(of both sets). I t is also useful to know that the center of curvature cor­
responding to the point P' is the point Ζ where the straight line from Or 

to Q, the second end point of the diameter P'M, crosses the normal P'A. 
In Fig. 94 are shown the two characteristics with horizontal initial direc­

tion, θι = 0. They form an apparent cusp at the sonic circle where 
a = 90°, i.e. where the angle a between each characteristic and the horizon­
tal radius vector is zero, and are tangent to the maximum circle where 
a ' = 90°, a = 0°, I 0 I = 130.5°, for κ = 1.4. 

A further helpful relation is the following. If we designate (Fig. 93) by 
u and ν the components AP' = q cos a and ΟΆ = q sin a of the velocity 
vector, normal and parallel to the tangent at P', then it is seen from the 
figure that 

O'A = (O'Bi) cos a = qt cos a = v, AP' = (0'B2) sin a = qm sin a = u, 

and we obtain 
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(40) 

In this ellipse E, with semiaxes qt, qm, the radius vector q = O'P' makes the 
angle a with the w-axis (Fig. 95a). By using Ε the directions of the Mach 
lines corresponding to a point P' in the hodograph can easily be found (see 
Fig. 95b). 

We have seen that the right side of (39) depends on q only and can there­
fore be expressed in terms of any of the variables q, M, p, or ρ (except, 
of course, for a scale factor). The relations between these quantities were 
developed in Sees. 8.3 and 8.4 and partly rederived in the present article, 
Sec. 1. Tables for different independent variables, as well as diagrams, are 
available (see Note 27 to Chapter I I ) . A table serving as an illustration 
rather than for technical purposes was given at the end of Sec. 8.4. There 
we tabulated, versus Μ, the magnitudes p/p8, p/ps, T/Ts, q/qm, and ptqtlpq. 
In the following small table we show in addition some values of α, σ, and 

ν 

(a) (b) 
FIG. 95. Mach Ellipses. 

T A B L E I I I 

Μ a. σ Q = a + ha 

1.0 
1.5 
2.0 
2.5 
3.0 
3.5 
4.0 

90.00 
41.81 
30.00 
23.58 
19.47 
16.60 
14.48 
0.00 

0.00 
24.53 
35.26 
43.08 
49.10 
53.85 
57.67 
90.00 

90.00 
101.91 
116.38 
129.12 
139.75 
148.53 
155.78 
220.45 
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Q = OL + ha (measured in degrees) computed from the second formula of 
(23) and from (39') in terms of M, for κ = 1.4. 

I t should he said that the geometrical fact that these hodograph charac­
teristics happen to he known curves, namely, epicycloids, is without 
much hearing on the problem. The main point is that these fixed charac­
teristics are known and can be plotted and tabulated. Incidentally, we recall 
that another, actually more interesting, geometrical property of the Γ-lines 
has been proved in Sec. 8.2, which in our present terminology can be 
stated thus: The fixed characteristics in the hodograph plane, here epi­
cycloids, are the projections of the asymptotic lines of the pressure hill 
(see Fig. 38). 

7. The nets of characteristics in the physical and hodograph planes 

In order to facilitate computations, it is convenient to adopt a coordinate 
system which will serve for the fixed characteristics in the hodograph plane, 
as well as for the Mach lines. This can be done in various ways. We have 
seen that the differential equation (35) of the Γ-curves can be explicitly 
integrated yielding (39). Guided by Eq. (35), we now introduce the func­
tion Q of q, defined by 

(41) dQ = -p- - * VM^l, 
q tan a q 

or (see Table I I I ) with restriction to a polytropic fluid, by 

(4 l ' ) Q = f -p— + 90° = α + /ΐσ. 
Jgt q tan a 

Then the compatibility relations (24) and (24') along the C+, C~ on the 
one hand, and the equations of the fixed characteristics Γ + , Γ~ on the 
other, may be written as follows: 

Q(q) — θ = constant, along C+ and on Γ + , 
(42) 

Q(q) + θ = constant, along C and on Γ . 

Now denote the Mach lines C~, C+ as ξ-lines and ?y-lines, respectively. If, 
accordingly, we introduce coordinates ξ,η by 

(43) Q(q) - 0 = 2$, Q(q) + θ = 2η, 

then from (42) the Mach lines C~ (and the r~-characteristics) are the lines 
η = constant (the ξ-lines), and the Mach lines C+ (and the r +-characteris-
tics) are the lines ξ = constant (the 77-lines); for each individual line 
ξ = ξ0 (or η = ηο) we have 2£0 = 90° - 0, (or 2η0 = 90° + 0,), with 0, the 
value of 0, for this line, at the sonic circle where the r ed i rect ion , the Γ - -
direction, and the flow direction coincide.7 
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From (43) follow the important relations 

(44) θ = v - ί, Q = ν + £, 
which, incidentally, show that the sum (η + f ) is constant along the con­
centric circles q = constant in the hodograph, while the difference (η — £) 
remains constant along the radial lines. In the physical plane Θ = η — ξ = 
constant and Q = η + £ = constant designate the lines of constant inclina­
tion θ, and the lines of constant speed q, respectively. 

As an immediate consequence of (42), we obtain the following property 
of the Mach lines (see Fig. 96). Consider two fixed Mach lines of the same 
family, say the two £-lines, η = r ? 0 , η = ηι ; let points on these two lines 
having the same ξ be called "corresponding points", and let e denote the 
angle between the flow directions at corresponding points. Then from (44) 

(45) Αθ = 6 = * ( { , m) - θ& ηο) = (ηι - f ) - (ηο - ξ) = ηι - ηο . 

Thus this angle depends only upon the two fixed C~-lines, and not on the 
variable ξ. Also, interchanging the role of the two families, we obtain 

Similarly for the angle Q(q), which is a function of q, M, p, or p: 

Thus, it is seen that the angle between the flow directions at corresponding 
points of two fixed characteristics remains the same all along these characteris­
tics) and an analogous constancy relation holds for the differences in Q.s 

In Sec. 4 we indicated how the net of Mach lines is determined in a cer­
tain domain by specific types of boundary conditions. T o construct this 
net we used the compatibility relations (24) in the form of finite difference 

(45') Δ ' β = e ' = * ( & , „ ) - θ(ξ0,η) = |o - ξι 

(45") 
Δ<? = QFC 1,0 - Q(l;, ηο) = IH - η„ = -€, 

q q 

F IG . 96. Constancy of ΔΘ along characteristics. 
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equations (25) and the direction conditions (23). This most direct proce­
dure, essentially due to J. Massau, becomes a practical approximation 
method if the compatibility relations are used in the form (43) together with 
(23) and with a tabulation of Θ (or Q) as a function of q along a Mach line 
(see end of preceding section). A first approximation thus found can be 
improved by iteration. In the following we describe a few other useful 
procedures, both numerical and graphical, for the determination of the 
Mach lines, if the net of Γ-characteristics is considered known. 

T o fix ideas, consider the characteristic boundary-value problem where we 
know that two arcs OA, OB in the #,?/-plane are parts of a £-line and an 
17-line, respectively. The case where the whole or part of one of these curves 
is a straight line will be considered in Art. 18 where we shall study so-called 
simple waves; here they are assumed to be curved. Consider a subdivision 
£0, £ 1 , · * · , £m , * · · on OA and η0, ηι, · · · , ηη , · · · on OB and a corres­
ponding lattice where a general nodal point has the coordinates (ξπι,ηη) 
or briefly (m,n). Then from Eqs. (44), 0 m n = 77 n — £m , we have 

(46) 6mn — θτηΟ — θθη + 000 = 0. 

Similarly 

(460 Qmn ~ QmO ~ Qon + QoO = 0. 

Hence knowing 0 and Q at the subdivision points on OA, OB, we can deter­
mine them at all nodal points. 

W e still need, however, the coordinates xmThymn in the physical plane cor­
responding to (£ m , ηη) to which q m n belongs. T o find these coordinates, i.e., 
our original independent variables, we use a step-by-step procedure. The 
simplest is the recurrence procedure 

χ „ Φτη-Ι,η + Φ mn / \ 
t/mn y-m—l ,n — t»an ~ \%mn Xm—1 ,n) j 

(47) 
x Φ τ η , η - l + Φ mn / \ 

Vmn Vm,n—1 — tan — \Xmn Xm,n—l)j 

where the xm>o ,ym,o, Χο,η , 2/o.n are the known coordinates of the subdivision 
points along OA and OB, respectively; the φ^η, Φ^η are known at all 
nodal points since 0 and q are known there. Thus (47) are two simultaneous 
linear equations which determine xmn, y m n once xm,n-i, ymtn-\ and x m _ i , n , 
ym-i,n have been found. According to the quasi-linear character of our 
problem the original unknowns 0, q are found first through the linear com­
patibility relations, or in other words through our knowledge of the net in 
the hodograph, while for the independent variables χ and y we need a step­
wise procedure based on the direction conditions. The indicated procedure, 
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which is, of bourse, essentially a rearrangement of that in Sec. 4, can like­
wise be made more accurate by means of iterations. 

The best known graphical procedure for constructing the Mach net is 
based on the property that the C + , C~ through Ρ are perpendicular to the 
Γ~, Γ + through P' in the hodograph. Consider a C~ in the physical plane 
with points P i , P 2 , P3, · · · on it and known velocity vectors qi, q 2, 
q 3 , · · · . If we plot these in the hodograph, their endpoints P[, P 2 , 
P3, · · · lie on the corresponding Γ". Then the tangent at P[ to this Γ -

is perpendicular to the characteristic Ct through P t (Fig. 97). This is used 
systematically in a procedure due to A. Busemann (see Fig. 98). Denote 
lattice points in the hodograph by P'mn . Then, starting from the given 
boundary values, the Mach net of points Pmn is constructed successively 
according to the rule 

ΡmnPm,n-\-\ -L PmnPm—1 ,n > Ρ m n P m - f l ,n -L ΡmnPm , π—1 · 

In this way the r~-curves correspond to the C~, and the Γ + to the C + ; 
dotted line segments in the hodograph which have redirection are per­
pendicular to dotted segments in the flow plane which have C +-direction, 

F I G . 07 . Graphical construction of Mach lines. 

F I G . 98. Reciprocal lattices in flow plane and hodograph. 
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and similarly for Γ + and C~. If in the physical plane each mesh is denoted 
by the two numbers equal to the smallest pair of subscripts of the four 
corners Pik, it is seen that the mesh (i,k) corresponds to the point P\k in the 
sense that the four sides around the mesh (i,k) are respectively normal to 
the four sides through P'ik (reciprocal lattices). 

Article 17 

Further Discussion of the Hodograph Method 

1. Differential equations for the Legendre transforms 

In the preceding article we started with the two nonlinear partial differ­
ential equations of first order, (16.1) and (16.2), which express continuity 
and irrotationality. Transforming these to natural or intrinsic coordinates, 
we obtained the basic nonlinear equations (16.7) for q and 0, which to­
gether with Eq. (16.10) defined the problem completely. In Sec. 16.2 the 
potential φ and stream function ψ were introduced by means of (16.15), 
(16.17), and (16.18). The equations (16.18) with ψ and ψ as dependent, χ 
and y as independent variables, or their natural form (16.18') again con­
stitute a pair of nonlinear partial differential equations of first order. These, 
although simple in appearance, are quite complicated since ρ has to be ex­
pressed in terms of q, and q in terms of φ. Next we derived a nonlinear 
second-order equation for φ alone and one for ψ alone, Eqs. (16.14) and 
(16.21), and the corresponding intrinsic forms (16.16') and (16.20'). In 
Sec. 16.5 the hodograph transformation was introduced and it led to various 
linear equations. Using now q and 0 (the previous dependent variables) as 
independent variables, we obtained the basic linear equations of first order 
(16.31), and also the equations of second order (16.32) or (16.32'), (16.33) 
or (16.33') for ψ alone or φ alone, respectively. 

In this and the following section we shall give still other useful equations 
of the problem. I t is left to the reader to consider and determine various 
analogies with the equations of Chapter I I I . 

One pair of nonlinear equations in the physical plane for the velocity 
components qx = u, qy = ν consists of Eqs. (16.2) and (16.14): 
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/ 2 2s dy , (dx dy\ , 2 2\dx Λ (α - u) uv[ — + J + (a - v) — = 0, 

(3) 

- Ου = ο 
du 

T o satisfy the second of these equations we introduce a function Φ(μ,ν) 
such that 

(4) * * = χ * * = ν 
W du X ) dv y' 
then the first Eq. (3) yields 

/ r \ / 2 2x 52Φ . 0 θ2φ . / 2 2\ Ο^Φ Λ 

(5) (α - u ) — + 2ui; — — + (α - ν ) — = 0. 

The Φ introduced in this way is the Legendre transform9 of the potential φ. 
From Eqs. (4) and (16.15) we have 

(4') άΦ = χ du + y dv, a\p = udx + ν dy, 

and by integration we obtain 

Φ = f(x du + y dv) = J d(xu + yv) — J(u dx + ν dy) 

= xu + yv — φ. 

Hence, between φ considered as a function of χ and y and its transform Φ 
considered as a function of u and v, the relations 

, . d<p . dtp 
Φ = xu+ yv — φ = x — + y- φ 

(6) 8 X d V 

, _ dΦ , dΦ . 
<p = ux + vy — Φ = u 1- ν Φ 

du dv 

hold. 
Using q, Θ as independent variables instead of u, ν and introducing the 

abbreviations 

These equations can be linearized by the direct interchange of variables 
introduced in Sec. 10.6 and used in Chapter I I I . If the Jacobian 

. _ du dv du dv _ d(u,v) 
J ~ dxdy dydx~ d(x,y) 

is different from zero we obtain the linear system 

(7) χ cos θ + y sin θ = X, y cos 0 — χ sin 0 = F 
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d(pw) d(pv) 

This equation may be satisfied by introducing a function Ψ of pw and pi> 
such that 

(9) = y, ΓΤ—τ = - ζ also, - y — = F. 
a(pw) θ(ρν) d(p?) 

By integration of (9), the following relations, analogous to (6) and (6 ' ) , 
obtain: 

ψ = puy - pvx - ψ = x - + y - - ψ = Υ - - φ , 

(10) 
, dV dY 

φ = puy - Pvx - Ψ = pu - — - + py -j— - Ψ = pq —— -
d(pw) a(py) a(pg) 

We now derive α pair o/ first-order equations for Φ and Ψ analogous to Eqs. 
(16.31). Using the last of Eqs. (9) and the relation dp/dq = —pq/a2, we 
find immediately 

for the components of the radius vector r in the direction of the flow and 
normal to it, we obtain from (6 ) : Φ = q (x cos Θ + y sin θ) — φ = qX — 
φ, so that 

<«·>  M'^ 
and 

(6') φ = q^L - φ, Φ = Χ ^ - φ. 
dq ds 

The following relations, derived from Eqs. (16.17) and (4), serve to deter­
mine the stream function ψ, if Φ(η, V) is known: 

, 0 v dxj/ ( d% , d% \ θψ ( θ2Φ , d%\ 

or 

dq" P\dqd6 q θθ)' dd ~~ P V dq dd2)' 

Likewise, a Legendre transform Ψ of the stream function ψ may be defined. 
If we interchange the variables x, y for the variables pu, pv, the continuity 
equation becomes 

d x 4- dy = π 
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Hence, 

3Ψ 

dq d(pq) dq 

δΨ _ δΨ d(pu) δΨ d(pv) = _ χ 

δθ ~ d(pu) δθ d(pv) δθ P<1 

δΨ T r / , „ r 2 x δΨ 

(9., g - , r < i - * \ £ - - « x , 
and substituting from (4" ) we obtain the desired equations: 

dq q dd 3Θ dq 

Elimination of Φ or Ψ in the usual way, yields the linear second-order equa­
tions: 

/ 1 0 x q θ2Φ , θ2Φ #Φ 
( , 2 ) Γ ^ Μ - 2 ^ + ^ + ^ = ° ' 

, , , ν g2 d 2 * , d 2 * , d Γ g Ί a* 

( 1 3 ) Π Γ Μ* ^ + θ * + p ? r f g LP(I -  M2)] Tq = °-
Comparing the second-order equations for φ, ψ, Φ, and Ψ, we note that those 
for ψ and Φ, namely, Eqs. (16.32') and (12), are simpler than the other 
two. 
2. Other linear differential equations 

(a) Equations for X and Ζ = qY. If Φ(#,0) is a solution of (12), then, 
since all coefficients in (12) depend only on q, any derivative δΦ/δθ, δ2Φ/δθ2, 
- - - will likewise satisfy (12). In particular, since δΦ/δθ = qY, the function 

(14) Ζ = qY = q(y cos θ — χ sin 0) 

satisfies the same equation as Φ: 

/1 r\ Q d 2Z d 2Z . dZ 

(,5) T=Tpat+d*+qaj =0-
From Eqs. (4" ) and (15) we obtain for X and Ζ the linear system 
n r v dZ _ dX dZ _ tf2 dX 
U b ) 6^ " d0 ' δθ ~ W = l ~δζ " q X ' 

Elimination of X leads back to (15), and elimination of Ζ to an equation 
for X alone. The equation (15) is as simple as Eqs. (12) or (16.320. Equa­
tions (16) compare with Eqs. (11) and (16.31). 



17.2 O T H E R L I N E A R D I F F E R E N T I A L E Q U A T I O N S 265 

(b) Equations with independent variables Q, θ or £, η. If we consider the 
various linear equations of second order (16.32'), (16.33'), (12), (13), and 
(15), and for the moment denote by F any of the dependent variables, we 
see that, with respect to the second-order terms, all these equations are of 
the form 

tfE _ M2 - 1 d2/*7 

dq2 q2 ΘΘ2 " ' ~ ' 

This is to be expected since these terms determine the fixed characteristics 
in the </,0-plane (real and distinct only where Μ > 1), which are the same 
no matter which function of q we use to describe the flow. From each of 
them we find again Eq. (16.35). The same result follows, of course, from 
each of the pairs of equations (11), (16), or (16.31), by means of the tech­
nique of Art. 10. 

The various differential equations become simpler, if instead of q, the 
variable Q, defined in Eq. (16.41) for supersonic flow, is used; more gen­
erally, in the subsonic and supersonic cases, respectively, we define the 
new variables λ and Q by 

(17) d Q = V ^ 2 ~ 1 d\ = V l - M2 

dq q 1 dq q 

The second-order terms in the respective equations of second order are then 
simply 

<?F _d2F , d^F d^F 
dQ2 ΘΘ2 θλ2 + ΘΘ2 ' 

while the first-order equations (16.31) take the more symmetric form: 

(18) *=VM£\iH, 3^ = νΜ^16φ M > 

dQ ρ ΘΘ9 ΘΘ ρ dQJ 

( 1 9 ) ^ = _ V l ~ M* W = V l - Μ2 θψ M { 

ΘΧ ρ θθ' ΘΘ ρ ΘΧ' 

From Eqs. (18) and (19) follow equations of second order for φ and for ψ, 
as, e.g., Eq. (21.6) for ψ derived from (19). 

In the supersonic case we may also use the characteristic variables ξ,η 
given by Eqs. (16.43), (16.44). The equations (18) then take the form 

θφ \/M2 - 1 θψ θφ \/M2 - 1 θψ 
(20) 

θξ ρ θξ ' θη ρ θη 

These equations have the nature of compatibility relations. The \^ariables 
Qf λ, ξ, η will be much used in Arts. 19 and 21. In the second-order equations 
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derived from Eq. (20) the second-order terms reduce to the mixed deriva­
tive with respect to £ and η, and if we deal similarly with the Legendre 
transforms we obtain, for example, 

(21) 
θ'Φ _ q + 

θξ θη 
q" /θΦ ΘΦ\ 

where q' = dq/dQ = q tan α and q, q', q" are to be expressed in terms of 
ξ, 77.11 From a solution Φ(ξ,?7) of (21) we obtain with the notation (7) 

(21') X - L ( ^ + ^ \ 7 _ ΐ / θ Φ _ θ Φ \ 

from which χ and y follow in terms of ξ, η. An equation of the same simple 
form as (21) holds for the stream function φ.* 

For some purposes it is advantageous (see Art. 20) to use, instead of the 
variables q, 0, the variables g2, 0. This will be considered when needed. 

(c) Equations with independent variables σ and 0. We mention one more 
important transformation of the basic equations due also to Chaplygin. 
Let us introduce a new variable 

(22) σ=Γ^?, ^=-^. 
Jq q dq q 

It is immediately seen that Eqs. (16.31) become 

and the second-order equation (16.32) takes the form 

where 

(24') Κ = 1-Z# 
p 2 

is a complicated function of σ. (See Fig. 99.) It is seen from (22) that σ 
decreases with increasing q and that for q —> 0, σ —> <» as —log q\ also σ = 0 
for q = qt and σ is negative for supersonic g-values, positive for subsonic 
q-values. The function K, depending on σ, tends towards unity as σ —• + <», 
q —> 0; it equals zero for σ = 0, q = g f , Μ = 1; and tends to — oo as 
q-^> qm and as σ tends to its negative minimum value. (The second deriva­
tive of σ as function of q, that is, the first derivative of — p/q equals 
(p/q)(l + M2), and is therefore always positive.) 

* Other linear equations with ζ, η as independent variables are Eqs. (19.7). 
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F I G . 99. Κ — (\ — Μ2)/ρ2 as function of σ = fV pdq/q. 

hood of Μ = 1 (see Art. 25). 

3. Transition from the hodograph to the physical plane 

In Sec. 16.5 we remarked that it would not be correct to say that by the 
hodograph transformation the original nonlinear problem has been line­
arized. This can be done only by having recourse to approximations. We 
have merely split off one portion of the total problem which can be treated 
by methods of linear analysis. Once a solution in the hodograph plane has 
been found we still have to transfer it back to the physical plane. 

* We obtain y/K = (1/Ρ·)(1 - 0 . 3 1 * · · · ) , but, as before, p. = 1. 

This transformation is used in two different contexts. On the one hand, 
an expansion of \/K = \/ l — Μ2/p in powers of Μ shows that, for a 
polytropic fluid with κ = 1.4, this expression differs from unity only by 
terms of the order of MA, i.e., y/K = 1 — 0.3 MA · · · .* This suggests the 
approximation Κ = 1, invented by Chaplygin and later elaborated in the v. 
Karman-Tsien method (see Sees. 5 and 6) . On the other hand, the simple 
form of (24) with Κ | 0 for subsonic, sonic, supersonic flow is a conven­
ient starting point for the study of transonic flow, the flow in the neighbor-

K 
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(25') 

dx _ cos 0 d<p 1 sin θ d-ψ dx _ cos θ δφ 1 sin θ d\p 
dq ~q~dq~~p q dq' ΘΘ q~ dd ρ q θθ' 

dy _ sin θ dφ , 1 COS θ d\p dy _ sin θ dφ 1 COS 0 d^. 

dg T~dtf P~q~dq' dd <Z~d0 ρ q d0 ' 

the coordinates in the physical plane may then be found as functions 
of qfi by quadratures. If, in a formal simplification, 2 = χ + iy is used 
we obtain 

(25" ) d z = e l ( d < ( > + i ^ ) > 

and if the derivatives of φ are expressed in terms of those of ψ by (16.31), 
the result may be given in condensed form by 

The streamlines in the £,?/-plane are the images of the curves yp(q,6) = 
constant = k in the hodograph. The computation of the streamlines may 
be arranged so that the necessary integration is simplified, since along 
a streamline Eqs. (25) take the form 

(26) dx = G ^ l l άφ dy = άφ, άψ = 0. 
q q 

Also dq = —[(d\l//de)/(d\f//dq)]de along a streamline, and therefore with 
D = d(^)/d(<7,0), 

άφ = - Ό ά θ = A(qfi) άθ = B(fi,k) dd, 

since q = q(6,k) along the streamline \p(q,d) = k. If B(6,k) 9^ 0, the 

functions x(6,k), y(6,k), which define the streamlines, are then obtained 

Suppose that we know a solution yp{q,B) of Eq. (16.32') in some region 
in the hodograph plane.1 2 Then the functions d\p/dq, θψ/θθ can be computed, 
and from (16.31) the functions θφ/dq, θφ/θθ. Next, we have 

qxdx + qydy = άφ, —pqydx + pqx dy = άψ 

and from these, if pq2 ^ 0, dx and dy follow: 

(25) dx = - cos θ άφ — - sin θ άψ , dy = - sin θ άφ + - cos θ άψ I 
2 L P J <ZL Ρ J 

and 
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by integrating 

(26') dx = 
cos 0 

B(d,k) dB, dy = 
sin 0 

B(e,k) dd. 
q(B,k) qifljk) 

The whole computation involves considerable work, and is based on the as­
sumption that ψ^,θ) = k can be solved for q. 

If we know a solution Φ(μ,ν) or Φ(<?,0) of Eqs. (5) or (12), the deter­
mination of χ = x(qfi), y = yiqfi) by Eqs. (4) in the first case, and by 
Eqs. (4" ) and (7) in the second case, is easier. However, in order to find the 
stream function yp{qfi), a quadrature is needed. We may, e.g., find ΘΨ/dq, 
ΘΨ/ΘΘ from Eqs. (11), then Ψ by a quadrature, and ψ from the second Eq. 
(10); or we may use Eqs. (8) or (80 to find derivatives of ψ, and then deter­
mine ψ itself by a quadrature. 

A situation where Eqs. (15) and (16) are useful arises, e.g., in the case of 
a Cauchy problem. If along a curve X (noncharacteristic) we know qfi, then 
we know the image 3C' of X in the hodograph and x,y along JC'; therefore we 
know X , F, and qY = Z, i.e., we have for the pair of linear equations (16) 
the Cauchy data Ζ, X along 3C' and this determines a solution within a 
characteristic quadrangle. Then, from X and Ζ in terms of q and 0, we 
know x(q,B) and y(q,B). A similar approach applies to the characteristic 
boundary-value problem. 

In this connection let us recall that the transition from the hodograph to 
the physical plane was already considered in Sec. 16.4 and 16.7, when we 
attempted in various ways to derive the Mach lines from the Γ-lines, cor­
responding to certain given initial data. Since the transition there, however, 
was based on the use of characteristics, the considerations were limited to 
the supersonic case. Also—in contrast to the present approach—the 
methods of those sections were numerical or graphical methods. 

Let us now comment on the final step, the determination of q,B in terms 
of x,y. We return to our starting point where a particular solution 4/{q,6) of 
Eq. (16.320 was known in some region R of the g,0-plane, where q ^ qm . 
Our objective is to find, if possible, the velocity q over the x,7/-region 
corresponding to R. We saw that, if pq2 ^ 0, the four derivatives dx/dq, 

• ·, dy/θθ are determined by (250, m terms of d<p/dq, · · · , Θψ/ΘΒ, and 
integration gives χ = x(q,B)} y = y(q,B). 

Now, these last equations must be inverted. The flow in the physical 
plane, in the region corresponding to R, is determined if q and 0 are given 
as single-valued functions of x,y, i.e. if 

d(x,y) = d(x,y) 3(φ,φ) 
d{qfi) 3{φ,ψ) d(q,B) 
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where, from (16.31), 

Since ρ and Μ are given functions of q, the vanishing of D depends only on 
the given solution ypiqfl) in β . Tnese circumstances will be discussed in 
detail in Art. 19. One result, however, is obvious, namely, that in sub­
sonic flow, / can vanish only if all four derivatives θψ/dq, · · · , Θφ/ΘΘ 
vanish; then, also dx/dq, · · · , dy/θθ vanish. I t can be seen that this can 
happen only at isolated points. (For a more complete discussion see Sec. 
19.2.) 

On the other hand, if Μ > 1 the determinant D, considered as a function 
of q and Θ, can vanish as the difference of two positive terms. The locus 
D(qfl) = 0 defines in general a curve in the hodograph whose image in 
the flow plane we call a limit line. W e found such lines in certain in­
stances in Chapters I I and I I I . I t was seen that in the neighborhood of 
such a limiting line there are two flows which meet there; by that we mean 
that both flows have there the same q and 0. These circumstances, and also 
the situation for Μ = 1, will become clear when we study more examples 
and the general theory. A t any rate, as long as there is no singularity in 
the mapping of the flow plane onto the hodograph and vice versa there is 
equivalence between results in these planes, but whenever the mapping is 
singular, we need a study of the mapping in the neighborhood of the 
singularity. 

In actual problems one is faced with additional difficulties. So far we 
made the assumption that a particular solution, say tiqfl), of the hodo­
graph equation had been found, and we found a difficulty in the possible 
occurrence of limit lines. Important practical problems, however, such as 
flow in a duct or around a profile, are boundary-value problems, and here 
new circumstances arise. Only a few indications are in order at this time. 

First, in such problems, the boundary conditions are given in the physi­
cal plane, and in general it is not possible to derive from them boundary 
conditions in the hodograph, which would determine the corresponding 
linear hodograph problem. W e may think of flow around a profile, with the 
typical boundary condition that the contour in the physical plane forms a 
streamline i.e. that φ = 0 along the given contour. Since we cannot derive 
from these data the velocity distribution q along the given contour, we do 
not know the image of the contour in the hodograph and cannot set up 
the corresponding linear hodograph problem. Moreover, and this is per­
haps an even more fundamental difficulty, in many cases we are not certain 
whether we are in possession of correct boundary conditions even in the 
physical plane, correct in the sense that a uniquely determined solution of 
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the problem exists which satisfies the differential equations and the bound­
ary conditions, and depends, in an appropriate sense, continuously Upon 
the boundary data. Much of this difficulty follows from the nonlineajity: 
in fact the elliptic or hyperbolic character of our nonlinear equations 
depends upon the solution under consideration, which, in turn, should be 
singled out by means of the boundary conditions; and it is well-known 
that in the two cases of elliptic and hyperbolic problems quite different sets 
of boundary conditions must be given in order to determine a solution. 
(See Art. 25). 

Consider, e.g., a duct with supersonic flow at the entrance section (see 
end of Sec. 16.4). In this case the flow will be uniquely determined as long 
as it remains supersonic. If, however, the flow does not remain supersonic, 
then it is no longer determined by the conditions at the entrance. Or con­
sider the flow around a profile: if we know or assume that the problem is 
entirely subsonic, the analogy to incompressible problems leads to the 
formulation of boundary conditions in the physical plane, for which definite 
mathematical results have recently been reached (see Sec. 25.2). If, how­
ever, we cannot exclude the possibility of a mixed problem, we do not 
know whether the assumed boundary conditions, suggested by physical 
intuition and mathematical analogy, determine a solution (i.e., whether 
we are not prescribing either too little or too much), quite apart from the 
task of obtaining the solution. 

Given this state of affairs we shall to a great extent have recourse to 
indirect methods. Starting with examples of exact solutions, one may then 
characterize a posteriori the physical situation to which the flow defined by 
this exact solution actually corresponds. These examples are interesting as 
such; in addition, they illustrate certain general theoretical facts that may 
be typical. This holds for the simple examples which will be considered in 
the following section as well as for the problems which we shall study in 
Art. 20 after having added to our knowledge of the basic theory. Actually, 
even the more powerful methods to be presented in Art. 21 constitute only 
an indirect approach, although there the object is to solve boundary value 
problems. 

4. Radial flow, vortex flow, and spiral flow obtained as exact solutions in the 
hodograph 

W e shall now consider as first examples of exact hodograph solutions, 
some of the flows which have already been obtained in the physical plane 
in Art. 7.13 This will lead to new insight into certain properties of these 
flows. 

(a) Compressible vortex flow. This is a particular case of the axially sym­
metric flow of Sec 7.5, with radial velocity qr = 0. Here we take as a starting 
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point equation (12) and the particular solution 

(28) Φ = -ΟΘ (C > 0 ) . 

From Eqs. (7) and (4" ) we find 

θΦ θΦ 
— = 0 = χ cos 0 + y sin 0, — = —C = q{y cos 0 — χ sin 0), 
dq du 

and consequently 

, 9 θ Λ _ C sin 0 _ Ctfj/ _ C cos 0 _ _ Cg* 

q q2 q q2 

I t is easy to invert these equations and to obtain 

(30) * = % 

from which follows 

(31) _^ = tan0 = ^ = , or x + y = — 
dx Qx y Q 

as the equation of the streamlines, which are here concentric circles with 
constant value of the speed q along each circle. T o the maximum value 
q = qm corresponds, by (31), a minimum value rmin = rx of the radius r, 
and C = qmr\ . The circulation has the same value Γ for all streamlines: 

j> q.rfl = j> (32) Γ = Φ q.rfl = φ qrdd = 2*rq = 2TTC, 

or 

Γ Γ 

and η = r/2Kqm . Also 

( 3 0 ) r = τ - = n y 1 + ( — I ) 3 P = v i - ρ - * · 

We see that on the circle r = r\, where g = g w , density and pressure are 
zero. As r increases indefinitely, q decreases towards q = 0, and ρ and ρ 
increase from zero toward their stagnation values (see Fig. 100a,b). 1 4 On 
the circle r = hri the velocity is sonic, Μ = 1; hence there is supersonic 
flow in the ring between r = η and r = hn and subsonic flow outside. From 
Eq. (6') we find φ = —Φ = (70, which confirms that the equipotential lines 
are the orthogonal trajectories of the streamlines. 

(b) Radial motion. Source and sink. Next, we wish to consider radial 
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r* hr,,M = 1 
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(b) 
F i g . 100. Compressible vortex flow, (a) Circular streamlines, (b) Density, pres­

sure, velocity versus distance r. 

motion, i.e., a flow that goes radially from or toward a center (see Sec. 7.3). 
The solution of (16.32') 

(33) ψ = ke, 

where k is an arbitrary constant, corresponds to straight hodograph stream­
lines through 0'. By means of (16.31) and (25') we find the coordinate 
functions 

k k 
(34) χ = — cos 0, y = — sin 0. 

pq pq 
and see that the physical streamlines are indeed straight lines through the 

subsonic Tea ion 
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origin (see Fig. 101). From (34) 

(34') 
, k m 

r = z±=— = 
'pq 2wpq' 

where ± m is the strength per unit length of the source, and the ± signs ap­
ply according as to whether k ^ 0. The circles: r = constant, are lines 
of constant q\ they are perpendicular to the radial streamlines; hence 
they are the equipotential lines which are here concentric circles. Also, 
substituting in (34') for ρ or q, respectively, we obtain, with ps = 1, 

2 k 
= ± - - ( 1 - ρ*"1) (34") r= ±*(l--£Y 

The relation (34") between q and r has been discussed in Sec. 7.3. (There 

supersonic streamline 

subsonic streamline 

i.o 

0.6 

0.4 

0.2 

M<1 \ 

^^^^ 

^—M>1 

M<1 " 
r /r t 

(b) 

FIG. 101. Radial flow, (a) Two radial flows and limit line, (b) Density and velocity 
versus distance in plane radial flow. 
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qT = ±q denoted the velocity in the direction of increasing r.) The result 
was: The curve q = q(r) has two branches, with no real point for r less 
than a certain value rmin = rt, where Μ = 1. The upper branch of the 
lower curve in Fig. 101b represents the velocity q/qm in a purely supersonic 
flow (of the source or sink type) , with velocities ranging from sonic speed 
qt at r = rt to maximum velocity qm at r = <». The lower branch represents 
the velocity in a subsonic flow (of source or sink type) , with velocities going 
from q = 0 at infinity to sonic speed qt at r = rt ; there the two flows meet. 
As q increases from q = 0 to q = qt, the density decreases from its stagna­
tion value ρ = p8 = 1 to its sonic value ρ = pt, and as q goes from q = qt 
toq = qm , the density decreases from pt to zero. The same conclusions are 
reached by direct consideration of the flow intensity pq in (34') [see Eq. 
(8.5) and Fig. 40]. Introducing sonic values, (34') can also be written 

rt pq ' 

A t the sonic circle, r = rt, where the two flows meet, the Jacobian 
d(<P, t)/d(q> 0) vanishes since, from (33) and (27), 

D = β{φ,φ) = Μ2 - l k 2 

d(qfi) pq 

Also the acceleration b becomes infinite there. In fact, 

b = dq/dt = q(dq/ds) = ±q(dq/dr); 

using (34') and the differentiation formula (8.5) for pq, we obtain 

( 3 5 ) h = KM*- 1 ) ' 

which becomes infinite for Μ = 1. Across the limit circle r = rt the flows 
cannot be continued and in the vicinity of this line they must be re­
garded as physically impossible. Our solution offers the simplest example of 
the fact that an extremely simple single-valued solution in the hodograph 
(0i ^ θ ^ 02) may lead to different physical flows which meet along a 
limiting line. 

(c) Superposition. Spiral flow. Since the equations for φ, ψ, Φ, Ψ in the 
hodograph are linear, a linear combination of two solutions of each of these 
equations is again a solution. Next, χ and y follow from Φ or Ψ by the rela­
tions (4) or (9) , and from φ, ψ by (25'). We conclude that if \f/i(q,S) and 

2̂(#,0) are two solutions of the stream-function equation, or Φι(<?,0) and Φ2(#,0) are two solutions of the equation for Φ then ψ = Ci^i + c 2^ 2 or Φ = 
ΟιΦχ + ο2Φ2 are likewise solutions of the respective equations. The new 
coordinates which correspond, e.g., to φ are given by 
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x(q,B) = CiXi(q,ff) + c2x2{qj), 

y(qf) = ayiiqJ) + 4# 2 (?,0), 

where χι ,yi and x2 ,y2 are the coordinates corresponding to φι and ψ2, 
respectively. Applying this principle to the two preceding solutions dis­
cussed in (a) and (b) we obtain (with C > 0, k > 0) by means of (29) 
and (34), the new solution 

(37) 

C 
χ = 

q 
sin 0 + — cos 0 = - \Cqy + - qx ), 

pq q2\ Ρ I 

sin0 = Cqx + 

< 3 r > ° r 

7/ = COS 0 + — 
(Ζ P9 

p 2 

This last equation is the same as Eq. (7.40) and the discussion of the 
latter given in Sec. 7.6 and illustrated in Fig. 31 applies. T o see that the 
flows are the same we write Eqs. (37) in the form: 

χ = r cos (0 — 0), y = r sin (0 — 0), 

where r is given in (37') and 

- /c . - C 
cos 0 = — , sin 0 = — , 

pqr qr 

so that 0 is the angle that the streamlines make with the radius vector. 
Then with the usual meaning of qr and qe, we find 

• ή qe C ,Ί 

sin 0 = — = — or rqe = C, 

en " 
ή qr k . 

cos0 = — = — or rqrp = k. 
q pqr 

i.e., the equations (7.36) and (7.39). Hence the flows are identical, and we 
merely add a few remarks. 

The main result obtained in Sec. 7.6 was that there exist for each pair of 
constants C, k two different flows, both extending over the same region 
from r = rt to r — *>, with the same supersonic velocity ^ at r f , one en­
tirely supersonic, the other of the "mixed" type. T o compute qi we differ­
entiate (37') and obtain 

( 3 8 ) ? + ( ^ ( 1 _ M 2 ) P = 0 , ° R ^ 2 = I + f " 2 > 1 ' 
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from this Mi the value qi follows. Next, Ave compute the Jacobian 
D = d(<p,\l/)/d(q,e). For the stream function ψι of the vortex flow we find 
from φι = C6, by Eqs. (16.31): θψι/θθ = 0, θψι/dq = Cp/q. Therefore, 
using (33), we obtain for the present flow 

and from (27) 

and this is zero for the value Μ = Μι of (38). We also see that the value 
of the acceleration 

(40) ^ = qdA = q * d A = q > d A l = ( f k 
v ' dt ds θφ θθ D D 

tends to infinity at the limit circle r = r z . 
Also from (37") and (38), Mi cos θι = 1 follows. Hence, from cos θι = 

\/Mι = sin al , we conclude that the Mach lines of one of the two families 
are tangent to the limit circle (see Sec. 19.3), and that the streamlines of 
either flow meet the limit circle under the angle at . Since the component of 
the velocity normal to a characteristic equals a, it follows that the radial 
velocity qr is sonic at the limit circle. 

All streamlines of the supersonic flow are congruent and so are those of 

F i g . 102. Spiral flow: Typical streamlines and limit line. 
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the mixed flow. Figure 102 shows one streamline of each flow. These are to 
be considered as two streamlines, each for a different flow, not as one 
streamline with a cusp; the two flows should not be thought of as continua­
tions of each other. They appear simultaneously in our example, where a 
single stream function \p(qfi) yields two different flows which meet at 
r = ri with the same q = qi. Let us add, however, the following remark. 
The reader should not be left with the impression that the appearance of a 
limiting line is an essentially mathematical phenomenon, introduced by the 
use of the hodograph representation. He should rather remember that these 
same flows exhibiting the same singularities were obtained in Art. 7 by 
means of considerations exclusively in the physical plane. 

5. The Chaplygin-Karman-Tsien approximation 

(a) Definitions. In this book, approximations have not been dealt with; 
we mean by an approximation a modification of the basic differential 
equations with the purpose of simplifying the mathematics of a problem 
without changing too much its physical meaning. In this and the next sec­
tion we shall take up a method which in relation to the basic equations of 
steady potential flow must be considered an approximation in the above 
sense. It is however, likewise possible to interpret the procedure as the 
exact theory of a gas with a particular specifying equation. This specifying 
equation will turn out to be the linearized (p,p)-relation ρ = A — B/p, 
Β > 0 mentioned already in Eqs. (1.5c) and (2.17d). The method, while it is 
of an elementary character, is interesting from various points of view; one 
is that it can be considered as a simplified model of the general plane 
problem posed in Art. 16. 

We start with the equations (19) 

d<p _ (1 - Μ2)*3ψ Θφ _ (1-Μ2γθψ M 

d\ ρ θθ' θθ ρ θλ' ' 

where 1/p stands for ρβ/ρ with ρβ = 1. Expansion for polytropic gas of 
/ ! \1/C«-1) 

J (1 - M 2 ) * = ( l + *-L± ΜΛ (1 - Μ2Ϋ 

in powers of M2 yields, with κ = y = 1.4 

= 1 - i^tJ M*+ ••• = 1 - 0.3M4 + · · · . 

It is thus seen that (p./p) (1 - Μ2γ = (!//>)(! - Μ2γ differs from unity 
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only by terms of the order of MA. If—pending further discussion—we 
approximate ( l /p ) ( l — M2)* by unity, Eqs. (19) simplify to 

(41) θφ = _θφ 3φ = θψ 
K } ΘΧ ΘΘ1 θθ θλ ' ^ 

Next consider this approximation in relation to the variables 
Κ = (1 - Μ2)/ρ2 and a = ft* pdq/q [see (22) and (24')] introduced and 
used by Chaplygin. Clearly Κ then becomes equal to unity and Eqs. (23) 
reduce to 

(41') θφ = (hp θφ _ θψ 
^ } θσ θθ' ΘΘ θσ' 

which are the same equations as (41) except that — a takes the place of 
X. Indeed the definitions (17) and (22) of λ and a, namely, 

(42) 
d\ V l - M2 da ρ 
dq q 9 dq q' 

show that dX = —da if \/l — M2 is put equal to p. 1 6 

T o justify the replacement of y/l — M2/p by unity we may also, follow­
ing Chaplygin, write Κ in terms of r = q2/qm

2:* 

„ 1 - Μ2 1 -h2r , ,2 κ + 1· 
Κ = — = Γ 2 , where h = -

Ρ 2 (1 - τ)Η « - 1 

Then, 

dK h2r Tr" (1 - r)h2+19 

and this shows that Κ (τ), which decreases with increasing r , varies so slowly 
for small r-values that it is practically constant and may be put equal to 
unity. 1 6 

Finally, consider the expression of ρ in terms of M2, namely, 

If the right side is to equal (1 — M2)\ κ must equal — 1 . W e review: 
The approximation \/l — M2 = p, which we shall briefly-call the Chaplygin 
approximation, is obtained by taking for κ, the exponent in the polytropic 
relation, the value κ = —I. In this case, dX = —da where X and a are given 
by Eqs. (42), and the basic equations (16.31) become Cauchy-Riemann equa-

* This variable will be widely used later, particularly in Arts. 20 and 21. Formulas 
for Μ and ρ in terms of τ are given in Eq. (20.3')· 
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Hons (41) or (41') in the Cartesian coordinates (λ, — 0), or (σ,0). Conse­
quently φ + ιψ is an analytic function of λ — τθ (or σ + ιθ), and the Laplace 
equation holds for both φ and ψ.17 

The assumption κ = — 1 can be interpreted to mean that we consider the 
pressure-density relation ρ = — Β/ρ + A, Β > 0 (note that a constant can 
be added to any polytropic relation) as an approximation to the usual 
relation ρ = CpK, κ = 1.4. The choice of A and Β is still arbitrary, and it is 
in the choice of these constants that von Karman and Tsien deviate from 
Chaplygin. Chaplygin chose A and Β so as to make the line ρ = —B/p-\-A 
(Fig. 103) tangent to the usual isentrope of a gas at a stagnation point, 

Ρ 

FIG . 103. Tangent approximations to isentrope. 

i.e., he substituted for the usual (p,p)-relation, the relation ρ — ps = 
— κρρ8(1/ρ — l/p s ) . Or, introducing a2, 

(43) ρ — ps = — as
2p8

2 (- — - ), 

\P Ps/ 

and hence, for the constants A, B, 

(430 A = ps + p sa s
2, Β = a8

2p2. 
Von Karman and Tsien (Fig. 103) take for the point of tangency one with 
undisturbed stream conditions*, so that, using the subscript <*> y 

(43") A = p„ + p^oo 2 , Β = ajpj. 

For either choice of A and Β such a gas has some simple but unusual 

* We may have in mind the flow past a profile with uniform stream conditions at 
infinity. 
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properties which are easily verified. We find from Bernoulli's equation* 

(44) a - q2 = a2, Μ = q{a2 + r / p . 

The relation between ρ and q is now 

18 

FIG. 104a. a/a8 versus q/as for various values of κ (ellipses and hyperbolas). 

W e note that there is now no restriction as to the value of q: in fact, q —» <*> 
as Μ —> 1, as seen from the second Eq. (44), and in this case, as seen from 
(44'), ρ —> 0. Hence, as Μ —> 1, ρ —> 0, q —* oo , a —* °o. I t is thus seen that 
in the case of the Chaplygin approximation, the sound velocity a/as increases 
with increasing rather than decreasing q, in contrast to the case κ > 1. 
Figure 104a shows a/a8 versus q/as for various values of κ, in particular 
for κ = 1.4 and κ = — 1, whereas Fig. 104b shows Μ versus q/a, for various 
values of κ. For κ = — 1 the curve has Μ = 1 as an asymptote. I t is thus 
seen that an initially subsonic flow will remain subsonic if κ = — 1; hence 
transonic flow cannot be studied by this method. 

* We have in Kdrman-Tsien's ease as
2 = a w

2 — q^. 
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(45) 

From the first equation (42) we have, using (44), 

dk a8 ^ q 

dq q V W + q29 

λ = log 
a, + v V + q2 

If the integration constant in the expression for λ is chosen as in (45), it is 
seen that λ —> — «>, as q —> 0, and λ —> 0 as g —> oo, Af —• 1; thus λ 
increases monotonically. From the second formula (45) we see that for 
q-values small compared to a8 : 

2a8* 
(45') x - t o g - L + O ^ ) hence 

(b) Relation to an incompressible flow problem.19 Eqs. (41) are Cauchy-
Riemann equations in the Cartesian coordinates λ, — θ. It will however be 
more convenient to introduce the new independent variable, 

2 ^ 
(46) ν =  2a,e = 

1 + 

The choice of the multiplicative constant 2a8 is such that for a8 —» <», or q 

F I G . 104b. Μ versus q/at for various values of κ. 
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small compared to a8, the ν ~ q [as in (45')]. The equations (41) then take 
the form: 

(47> v7T=-% v?=% M < 1 -
dv ΘΘ dv d6 

These are Cauchy-Riemann equations in polar coordinates ν, — Θ, i.e., 
exactly the form which Eqs. (16.31) take on as Μ —» 0. Consequently 
φ + ιψ is an analytic function of ve~x9 and the real and imaginary parts of 
any analytic function of ve~x9 will be solutions of (47). These equations 
may be interpreted as the equations of an incompressible fluid with com­
plex velocity ve~%9 = f where the speed ν varies between 0 and 2a8. W e 
state: If we apply the Chaplygin approximation to the basic equations 
(16.31) and introduce in (41) instead of λ, a new variable ν by (46), these 
equations take the form of incompressible flow equations in the polar 
coordinates ν, — 0. 

If q and ρ are expressed in terms of ν we obtain, by (46) and (44'), 

We see that as ν increases monotonically from 0 to 2a8, q goes from 0 to <χ>, 
and ρ from 1 to 0. The transformations (46), (46') are thus interpreted as 
relations between an incompressible flow and a compressible Chaplygin 
flow. 

6. Continuation 

(a) Flow past a profile. Let us try to construct the compressible Chaply­
gin flow past a given profile P o . W e assume that this flow does not in­
volve circulation. This restriction will be removed later in the section. 
W e assume as known the complex potential w(z) of the incompressible 
flow around P 0 (where ζ = χ + iy) and introduce the complex velocity 
dw/dz = f (z) = ve~%e. We use this last equation to express ζ in terms of ξ 
and obtain w(z) = Wo( f ) = φο + ιψο where <p0 and ψ0 depend on ν and Θ, 
and ^o = 0 along P 0 . We then define a stream function ψ(<?,0) of a com­
pressible Chaplygin flow by setting 

(48) t(q,B) = * o M ) , 

where (46) holds between ν and q, and similarly for <p(qfi). These φ and ψ 
thus defined are solutions of (16.31) under the Chaplygin approximation. 
We shall however see that these ^(<?,0), <p(qfi) do not in general provide a 
solution of the given boundary-value problem of flow past P 0 . Denote by 
X,Y(Z = X + iY) the coordinates in the physical plane of the compressi-
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ble flow in order to distinguish them from the x, y in the plane of incom­
pressible flow. Then from ψ(ς,θ), (p(q,6) follow, in the usual way, X(q,6), 
Y(qy6) (see Sec. 3). Some curve Ρ in the Z-plane will correspond to the 
given profile Po in the 2-plane, along which ψ0 = 0. We shall show that 
this contour in the Z-plane differs in shape from the given contour P0, 
but reduces to P 0 as ae —-> oo, Μ —> 0, ν —> q. Thus, even in the present 
simplified situation, we do not solve an exact boundary-value problem. 
I t is, however, possible here (in contrast to the polytropic case which we 
shall study in following articles) to indicate a very simple formula for the 
deviation between the two contours, the so-called shape correction. 

We obtain from Eq . (25") 

dZ = dX + i dY = l- eie (άφ + I d#j , 

and substitute for ρ and q from (46') in terms of v. Then, denoting by w, 
f, etc., the conjugate complex functions to w, ξ, we have 

dZ = - (άφ + - άψ) = -f^ (4a s
2 - υ2)άφ + i / ζ - (4a s

2 + ν2)άψ 
q \ ρ / 4α*2 ν 4 α Λ 

eie ve%9 " 
= — {άφ + i άψ) - — (άφ - i άψ) 

= - e%9 aw — 0 ve%θ aw. 
ν 4a s

2 

Therefore, 

(49) d Z - ^ - ^ f d ® . 

Replacing f by aw/άζ and f by aw/az we obtain: 

(49') d Z = ( f e - 7 L ( ? Y d 2 . 
4os^ \dz/ 

Then 

We thus obtain for each w(z) the Ζ for the compressible flow which cor­
responds to a ζ in the incompressible flow, the respective speeds υ and q 
are linked by Eq . (46).* 

We note that from Eq . (49) φ + %φ is a nonanalytic function of X + z'F. 

* This simple formula compares, in the exact theory, with such involved results 
as (67) and (72) in [24] pp. 242, 243. 
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(b) Circulation. For flow around a profile a difficulty arises if the incom­
pressible flow around the profile involves circulation, since the function to 
the right in (49") will be single-valued only if 

2 dz = 0, 

for any path around P 0 , and this is true only in the absence of circulation. 
In other words, when the flow has circulation the profile shapes in the 
Z-plane furnished by the above theory are not closed. Hence, our method 
as explained here is valid only if in the incompressible flow circulation 
is absent. Several authors have generalized the procedure to take care 
of this difficulty. We indicate here a method due to C. C. Lin. 2 0 

Denote by w(z) the complex potential of the incompressible flow with 
circulation, and introduce instead of f, more generally, 

(50) ξ(ζ) = k{z)ve~ie 

(50') ψ = fc 
dz 

Here k{z) is an analytic function of z, regular and without zeros in the ex­
terior of the given profile P 0 (including the point ζ = <*>)> and such that (51) /^"έ/< = 0 

for any closed contour enclosing the given profile P o . In addition 

(510 I I < I k(z) I < oo on Po. 

I t may then be proved in the same way as (49") was obtained that the Ζ 
of the compressible flow is given by 

(50") Ζ = f k(z) d z - ± f e 
dz 

k(z) 

to be compared to (49") , and with an analogous interpretation. 
Thus to a complex potential which represents an incompressible flow 

with circulation, a related compressible Chaplygin flow with circulation 
is given by (50), (50'), and (50" ) , and we are still free in the choice of k(z). 
In these equations ζ can be considered a parameter; and after it is elim­
inated we obtain relations between X, F, g, 0, the compressible flow co­
ordinates and the velocity. 

The essential point in the above method is that ve~%e is equated to a 
function of ζ which is not directly the complex velocity ξ{ζ) as in Karman-
Tsien's scheme, but equal to %(z)/k(z) where k(z) is still widely arbitrary. 

285 
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For k(z) = 1 the condition (51) of the closure of Ρ in the Z-plane is not 
satisfiedv if circulation is present. On the other hand, k(z) should not de­
part too much from unity if the profiles Ρ and Po are not to differ too much 
from each other. 

Finally, discussing the direct problem, Lin relates the choice of k(z) to 
the mapping of Po onto a circle: with w(z) now the complex potential for 
incompressible flow (with same circulation) past the circle, the function 
k(z), which must satisfy the above requirements, should "not differ too 
much" from k0(z), the derivative of the mapping function. This idea is then 
related to a well-known method of v. Mises 2 1 who has shown (in incom­
pressible flow) how to transform a circle into an airfoil of very general 
shape. 

(c) Additional remarks. The influence of compressibility upon the pres­
sure distribution may be easily estimated. W e refer the reader to the lit­
erature.2 2 

In order to demonstrate the change of contour by means of an example, 
Tsien has computed the compressible flow about an approximately elliptic 
profile by starting with an ellipse in the 2-plane.2 3 The deviation of the new 
contour from the ellipse tends to zero* as a8 —> <», or M M —> 0; it is however 
shown that for not too small M^-values, and if the given ellipse is nearly 
a circle, the deviation is quite appreciable. 

W e have presented here the Chaplygin approximation not only because 
it is widely and successfully used, but also because it can be considered 
from various aspects: on the one hand, it constitutes an approximation 
which greatly simplifies the usual equations; on the other hand, it is an 
easily understood exact theory. This simplified theory does not however 
avoid the basic non-linearity of the problem and therefore may play, in 
certain respects, the role of a mathematical model. In this sense, it is of 
interest that here most steps can actually be carried out explicitly and 
without too great difficulty, in contrast to the general situation where more 
difficult and delicate methods are required (see Art. 21). Finally, an exact 
existence proof for subsonic flow past a body has been given in this case, in a 
comparatively simple way. 2 4 

* This limit behaviour holds not only for an ellipse in the 2-plane but for fairly 
general profiles, as seen by (49"). I t holds true even for analogous constructions in 
the polytropic case, as we shall see in Art . 21. 
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Article 18 

Simple Waves 

1. Definition and basic properties 

As in the preceding article we shall consider here plane potential flow 
(see Sec. 16.1). Simple wave or simple wave solution (see also Art . 13 regard­
ing the (x,t) -problem) is the name of an important type of solution of the 
basic equations (16.7). 2 5 Simple waves can be derived and introduced in 
several essentially equivalent ways. Here we take the following starting 
point. We ask for a flow in which the lines q = constant and Θ = constant 
coincide; we call such lines <£-lines. Each <£-line is thus mapped, by defini­
tion, onto one point of the hodograph. W e assume that these points do not 
all coincide, i.e., that the solution does not merely represent a region of con­
stant state, but that the whole set of <£-lines, or the whole region R in the 
£,i/-plane covered by «£-lines, is mapped onto one line Λ of the hodograph. 
This fact, namely, that a two-dimensional flow region has a one-dimensional 
hodograph, was the starting point in Sec. 13.1 (where the speedgraph 
served the same purpose as does the hodograph in the present problem). 

The existence of the line A in the hodograph plane implies the existence 
of a relation between q and 0, and, as a consequence, the vanishing through­
out R of the Jacobian 

(i) i = * M 

N o w using Eqs. (16.7) and d(x,2/)/d(s,r&) = 1, we obtain 

«') SS -J [(I)' <«•-»-(?„)']• 
The right side of (1') cannot vanish in R, for Μ < 1, unless 
dq/ds = dq/dn = 0 and, by (16.7), either q = 0 or θθ/dn = θθ/ds = 0 
which means constant flow. Therefore, the flow under consideration cannot 
be subsonic, and real characteristics exist in R. 

Among the lines crossing the «£-lines there must be at least one set of 
characteristics, and the image of each of these must lie on A. ( In fact such 
a characteristic C intersects each £-line at a point. Each of these points 
must map onto A since each <£-line is mapped as a whole onto a point of A; 
hence, each point of C is mapped onto a point of A.) I t follows that Λ is a 
Γ + or a Γ~, and that each Mach line of the second set—each if A is a 
Γ τ — i s mapped onto a single point of A. Thus the <£-lines form this second 
set of characteristics. Since on each of them both 0 and q, and therefore a 
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as a function of q, are constant, it follows that θ =F a, that is, the slope of 
each <£-line, is constant. Hence the <£-lines are straight. 

Since the whole region R covered by the <£-lines is mapped onto one char­
acteristic, Γ + or Γ~, the equation of this characteristic, Q =F θ = constant, 
[see (16.41) and (16.42)] is valid throughout R. On the other hand, it will 
now be proved that this supersonic pattern represents a flow, i.e., that q 
and θ satisfy Eqs. (16.7). Consider an arbitrary point in the x,?/-plane; 
through it passes an £-line, say a C + , which makes the angle a with the 
stream direction. On account of the constancy of q and θ along this line, 
we have dq/dl = 0, dQ/dl = 0 along it, or 

dq . dq . Λ d0 . dd . Λ 

— cos a + — sin a = 0, — cos a + — sin a = 0, 
ds dn ' ds dn ' 

and from Q(q) + θ = constant everywhere in the wave region 

dq - dO Λ , ^ dQ cot a 

Q - ξ + — = 0, where Q = ~p = . 
ds ds dq q 

Then, from the first and third of these equations, 
dq ^ dq A 1 dd dd 
- ~ = - c o t a = cot a — = q —, 
dn ds Q ds ds 

and from the second and third equations, 

dd ι dd dq cot 2 a dq 
— = - c o t a — = cotaQ = 
dn ds ds g ds 

and these are the equations (16.7). 
We now state the definition: A plane, steady, irrotational flow in a region 

R is called a simple wave if one set of Mach lines consists of straight lines on 
each of which q = constant. The image of R in the hodograph is an arc of a 
Τ-characteristic. If it is a T+ ("forward" wave), then Q — θ has a constant 
value throughout R; if it is a T~ ("backward" wave), the same will hold for 
Q + Θ* 
Since pressure, density, and absolute temperature are functions of q, the 
straight Mach lines are also the isobars, isotherms, etc. For a forward wave, 
the straight characteristics are the C~ and the others, the cross-characteristics, 
are the C + . In a backward wave the straight Mach lines are the C+ and the 
C~ are the cross-characteristics.26 

The flow pattern introduced here forms the intermediate case between 
the general case, where a region of the physical plane is mapped onto an 
area of the hodograph, and the completely degenerate case, where q = 

* The terms " f o rward" and "backward" , which have here no particular physical 
meaning, are used in analogy to Art . 13. 



18.1 D E F I N I T I O N A N D BASIC P R O P E R T I E S 289 

constant in a region of the x,y-plane and this whole region is mapped 
onto a single point. We have seen that throughout the simple-wave region 
i = d(q,d)/d(x,y) = 0. Therefore, the exchange of the variables x,y and 
q,6, essential for the hodograph method, is not possible here, and simple 
waves are indeed " lost solutions", which cannot be obtained as solutions 
of linear equations in the hodograph plane. 

The following is a basic property of simple waves: Adjacent to a region 
of constant state is either another region of constant state or a simple wave. In 
other words, a region of constant state which maps onto a single hodograph 
point cannot be directly adjacent to a region of general flow which corre­
sponds to an area in the hodograph. A simple wave must form the link 
between them. T o prove this statement, consider a region Ri of constant 
state and some region R2 of nonconstant state adjacent to it. The line 
separating these two flow regions of different types must be an arc S of a 
characteristic, say a C + , since, as was shown in Art. 9, it is only across 
such a curve that the derivatives of the flow variables can change discon-
tinuously. Since S belongs to Ri, it carries constant values of q, and there­
fore its image in the hodograph is a point P. Through each point of R2, 
passes a characteristic C~. Consider the subregion R of R2 whose (^-char­
acteristics intersect the segment S. The image of each C~ in R must lie on a 
characteristic Γ - , passing through the point P. Since there is, however, only 
one T~ passing through a given point, the images of all these C~ lie on one 
and the same T~ = Γ Ό~. Hence the flow in β is a simple wave. 

A simple wave can connect any uniform supersonic state q = qi, 0 = θι 
with another uniform supersonic state q = q2, 0 = 02 provided either Q + θ 
or Q — 0 has the same value in both states. By combining a forward wave 
and a backward wave, and inserting a uniform state between the two, a 
given final state q2, 02 can be reached, in general, and in many cases in 
two ways. 

An individual wave may be specified in several ways. We may, e.g., desig­
nate a certain characteristic To~ as the image of the whole backward wave, and 
in addition give in the rr,?/-plane a family of straight lines to represent the 
straight C+. If these C+ all have a point in common, that is, if their envelope 
degenerates to a point, we speak of a centered wave.27 The velocity distribu­
tion for the wave, centered or not, follows easily from the above definitions. 
Call φ the angle which a straight Mach line, a C+ in a backward wave, a 
C~ in a forward wave, makes with the positive ^-direction. Then the two 
relations hold: 

(2) Q(q) =F 0 = constant, 0 =F a = φ, 

where, as in the remainder of this article, the upper (lower) sign holds for a 
forward (backward) wave. The constant is known since the Γο" (Γ^ ) is 
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assumed given and φ, the angle made by the straight C~ ( C + ) with the 
x-axis, is known. Therefore, along each straight Mach line the velocity q is 
determined by (2) . 

W e know that the C~ (C+) through a point Ρ is perpendicular to the 
Γ + (Γ~ ) through the corresponding point P' in the hodograph. Hence a 
straight C~ in a forward wave is perpendicular to the tangent to the fixed 
Γο" at the point P' which corresponds to that whole line C~. T o sum up: 
denote by 6t the angle between the g x-axis and the "initial direction , , of the 
To in the hodograph (see Fig. 105), by φ7 the angle from thex-axisto the 
" in i t ia l " C~ (i.e., the C~ which corresponds to the sonic point of Γο"), and 
by 2ξ the given constant which singles out the particular vt, as in Eq. 
(2) or in Eq. (16.43). Then, under the assumption of a polytropic gas, we 
have the following relations. 

In a forward wave (Fig. 105) 

and consequently, using the first line of Table I I I (Sec. 16.6), or Fig. 105, 

2£ = 90° - 6t= -φ7 , Φ~ - Φ7 = ha, 

(3) Q - θ = a + ha - Θ = 2f, θ - a = φ , 

Φ ha — 2ξ. 

(4) Q + 0 = a + A < r + 0 = 

and consequently 

2v, θ + a = φ+, 

2η = 90° + St = φ ί , 

Q = 90° - (0 - 0,), 

φ ! = —ha, 

2η — ha. 

^initial C" 

FIG . 105. Forward wave in physical plane and hodograph plane. 

initial direction 
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FIG. 106. Backward wave in physical plane and hodograph plane. 

The last equation (4') [and similarly (3')] gives the relation between the 
angle of inclination φ+ of any straight C+ and the velocity q along it, since 
by Eq. (16.39'), σ depends only on q.* Another useful relation is 

(5) θ - 6t = ±(ha - a'), 

where a' = 90° — a is the angle, introduced in Sec. 16.6, between the direc­
tion of a Γ-characteristic at a point P' and the radius vector O'P'. 

2. Numerical data. Streamlines and cross Mach lines 

W e now take κ = y = 1.4 in a polytropic (p,p)-relation. Consider the 
particular forward wave with 2£ = 90° which corresponds to the Γο~: 
θ = a + ha — 90°. Remembering that at = 0° and at = 90°, we see 
that Qt = 0°, and that φ~ = θ - a = ha - 90°. 

Likewise, for the T~-wave with 2η = 90°, or θ = 90° — a — ha, we 
have 6t = 0°, φ+ = θ + a = 90° - ha. 

While the velocity varies from qt to qm and the Mach number Μ from 1 
to oo, the Mach angle a varies from 90° to 0° and a from 0° to 90°. Taking 
the above waves, both with dt = 0°, as representative, we see from the for­
mulas that, for the forward wave, φ~ turns from —90° to (h — 1) X 90° = 
130.45°, i.e., through 220.45°, and θ from 0° to 130.45°; for the backward 
wave, φ+ turns from 90° to - (A - 1) X 90° = -130.45°, i.e., through 
-220.45°, and θ from 0° to -130.45°. These facts are collected in Table IV . 

* v. Mises, [26], uses λ = 90° ± φ rather than φ, the angle λ being shown in our 
figures; in terms of λ the relation corresponding to the second equation in each of 
the sets (30 and (40 is then 

ha =b et = λ, 

with our previous sign convention. 
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T A B L E I V 
THE VARIATION OF SIGNIFICANT QUANTITIES IN FORWARD 

AND BACKWARD SIMPLE WAVES 

Forward Wave Backward Wave 

Γ 0
+ : θ = a + ha - 90°, φ~ = θ - a θ = -a. - ha + 90°, φ+ = θ + α 

Q qm 

Μ 1 -> 0 0 

0 
-90° 

0° 

90° 
0° 
0° 

90° 
130.45° 
130.45° 

0° 
90° 
90° 

220.45° 
+90° -

0° -
-130.45° 
-130.45° 

FIG . 107. Forward and backward simple waves with 0t = 0. 

Figure 107 shows in one and the same figure the hodographs of the ΓΪ" 
and the Γο~, with 6t = 0° for both, as well as the pairs of straight character­
istics in the physical plane, Ct, Ct, and CJ , . The backward wave 
Γ̂ " extends from the dashed line Cf (which corresponds to the point Pt), 
turning clockwise by 220.45° towards the dashed line Ct, ; the complete 
forward wave begins at the solid line CT (likewise corresponding to Pt) 
and turns in the counterclockwise sense by 220.45° towards . 

In Fig. 108 the deflection angle θ versus Mach number M , and likewise 
θ versus a, is plotted. 

For any wave, with arbitrary 6t, the first six lines of Table I V remain the 
same, while in the seventh line we must then write as entry φ — φ t =F 90° 
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I20r 

F I G . 108. Deflection angle θ versus Mach number Μ and versus Mach angle a. 

instead of φ, and in the last line 0 — 0* instead of 0; in (3') and (4' ) we still 
have φ\ = θι + 90° = 2η and φΤ = Bt - 90° = -2£ , respectively. 

For supersonic flow and κ = y = 1.4, Table V gives a tabulation of vari­
ous quantities which characterize a simple wave: 0 — 6t, Μ, α, φ — φι, 
ρ/ρί and Q. The relations between the various angles are given by Eqs. 
(3) and (4) . Of course, we could add to the table corresponding values of 
p/pt, T/Tt, etc. In Table I (Sec. 8.4) we tabulated p/ps, p/ps and T/Ts 

and 

V/Vt = (p/p*)/0.5283, (p/pi) = (p/p5)/0.6339, T/Tt = (7T/7T
s)/0.8333. 

We have seen in the preceding section that the velocity distribution over 
the set of straight Mach lines is determined if we know the epicycloid in 
the hodograph which is the image of the simple wave (that is, its " label'' 
2£ or 2η) and the inclination φ of each straight Mach line. Consider, for 
example, 2η = 120°, i.e., the backward wave Q + θ = 2η = 120°. W e want 
the velocity vector q along the straight Mach line of slope, say, tan 28°. 
Here φ« = 120°, Bt = 120° - 90° = 30°, and the range of φ-values in the 
physical plane is from 120° to —100.45°; hence φ = 28° is in this range. 
Corresponding to | φ — φι \ = 92° we find in the table the values Μ = 
2.132, θι - θ = 30° (for in a backward wave 0t ^ θ), and a = 27.97°. 
Hence, since 0, = 30°, 0 = 0°, and for Μ = 2.132 we find, e.g., from 
Table I , q/qm = 0.6897; thus the velocity vector along that Mach line 
is determined. 
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T A B L E V 

VARIOUS ( QUANTITIES WHICH CHARACTERIZE A SIMPLE WAVE (WHEN κ = 1.4) 

\e - et | Μ vlvt a IΦ - Φι I Q 
(deg) (deg) (deg) (deg) 

0 1.000 1.000 90 0 90 

1 1.082 0.907 67.57 23.43 91 

2 1.133 0.851 62 .00 30.00 92 

3 1.177 0.805 58 .18 34.72 93 

4 1.218 0.762 55 .20 38 .80 94 

5 1.257 0.723 52.74 42 .26 95 

10 1.435 0.566 44 .18 55 .82 100 

15 1.605 0.442 38.55 66.45 105 

20 1.775 0.342 34.29 75.71 110 

25 1.950 0.261 30.85 84 .15 115 

30 2.134 0.197 27.95 92.05 120 

35 2.329 0.145 25.43 99.57 125 

40 2.538 0.104 23.21 106.79 130 

45 2.765 0.074 21.21 113.79 135 

50 3 .013 0.051 19.39 120.61 140 

55 3.287 0.034 17.71 127.29 145 

60 3.594 0.022 16.15 133.85 150 

65 3.941 0 .013 14.70 140.30 155 

70 4.339 0.008 13.32 146.68 160 

75 4.801 0.005 12.02 152.98 165 

80 5.348 0.002 10.78 159.22 170 

85 6.007 0.001 9 .58 165.42 175 

90 6.819 0.001 8.43 171.57 180 

95 7.851 0.000 7 .32 177.68 185 

100 9 .210 0.000 6 .23 183.77 190 

105 11.091 0.000 5 .17 189.83 195 

130.45 OO 0.000 0 220.45 220.45 

Next let us consider streamlines and cross-characteristics. If we want to 
find the equation of either family we have to give the particular family of 
lines which form the straight characteristics. Let it be given in the form 

(6) y = βχ + yoifi). 

So far, such information was not needed since the relation between the slope 
of a straight characteristic and the flow variables along it depends only on 
the label 2£ or 2η. 

Let (6) define C^-lines β — tan (0 + a); since Q(q) + Θ = 2η, with η 
given, a and θ are known as functions of q, and hence of β. The differential 
equations of streamlines and cross-characteristics are 

§ = tan Θ = k(0) and ^ = tan (0 - a) = 
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respectively. By differentiation of (6) 

dy = χ άβ + β dx + y0(fi)dfi 

results, and substituting this in the equations of the streamlines and cross-
characteristics, one obtains 

(7) — = X + y'°(® and — = X + y'°W 
K U άβ Κβ) - β a n a άβ Ηβ) - β1 

respectively. 
Each of these is a linear differential equation of first order for χ = χ (β), 

which upon integration provides, together with (6) , a parametric represen­
tation of the respective family of curves. The constant of integration de­
termines the particular streamline or cross-characreristic. In case of a wave 
centered at the origin, yQ(fi) = 0 in (6) . 

I t seems more practical, however, to give the family of straight Mach 
lines in a way better adapted to the'problem, and to use a kind of general­
ized polar coordinates. I t is easily seen that (in addition to the knowledge of 
2η or 2ξ) the family of straight Mach lines is determined if merely one 
streamline or one cross-characteristic is known in the a?,2/-plane. In fact, 
knowing one streamline in the flow plane, we know θ at each point (x,y) of 
this line; then, in the case of a backward wave, Q — 2η — θ determines q 
and a(q). Therefore, at each point of the given streamline, the direction 
θ + a of the C + through this point is known. The set can be determined 
analogously from the knowledge of one cross-characteristic, C~; now Θ — a 
is known along this C~, and Q + a = 2η — (θ— a) provides q. Then a, 
and finally θ + a follow at all points of the C~. 

Consider now the first case where one streamline is given: χ = a(t), 
y = b(t), db/da = tan θ, where t is a parameter (see Fig. 109). Consider 

FIG. 109. A property of the streamlines in a simple wave. 
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again a backward wave. The straight characteristics are then the C + . For 
apointP(x,?/) on t h e C + throughP 0 , χ = a + r cos φ + and?/ = b + r sin φ + , 
where r = P 0 P . If we consider a, 6, r, and φ"*" = φ as functions of the 
equation of the streamline through Ρ is 

(db + r cos φ άφ + dr sin φ) cos 0 

— (da — r sin φ άφ + cos φ) sin 0 = 0, 

and, since db cos 0 — da sin 0 = 0, it follows, with φ — 0 = a, that 
r άφ cos α + dr sin α = 0, or 

(8) L ^ = _ t a n a . 
dr 

We note that this is the same equation which can be written immediately 
for a centered wave, using ordinary polar coordinates (/·,φ). T o integrate 
(8) we use Eq. (16.390: tan a = (1/Ji) cot σ = (1/A) cot[(2iy - φ)/Λ]. 
Hence, 

(9) = h tan ( — - — Π d0, r = r 0 ( cos ^ — j . 

I t is seen that for φ = 2η = φι ,r = r 0 , while for the other extreme, | φ — φ* | 
tending to Λ X 90° ^ 220°, the distance between the streamlines tends to­
ward infinity. 

In the same way, we find for the cross-characteristics the differential 
equation 

(10) I f f * = _ tan 2a, 
dr 

with the integral 

Here r tends towards infinity when φ — φ* —> 0 as well as when φ — φι —> 
- 220.45° (see Fig. 110a, b ) . * 

From Eqs. (9) and (11) the following property of both the set of all 
streamlines and of all cross-characteristics follows: If the constant r0 is 
changed to 2r 0 , 3r 0 , · · · , the respective curves intersect any straight char­
acteristic at equidistant points (see Fig. 109 and the end of Sec. 13.1). 

In adapting the preceding discussion to a forward wave, we must change 
2η to - 2 { , etc. 

* We note that, even if we take an extremely small value for r 0 , we can only sketch 
a small part of the complete streamline since r increases rapidly with | φ — φι | . 



18.2 S T R E A M L I N E S A N D C R O S S M A C H L I N E S 297 

F I G . 110. (a) Streamline in a centered simple wave, (b) Cross-characteristic in a 
centered simple wave. 
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X 

0 

χ 
F I G . 111. Flow around a convex corner. 

3. Examples of simple waves 

(a) The most important example of a simple wave solution is the flow 
around a convex corner (see Fig. 111). We assume that the oncoming super­
sonic flow for which the straight wall XA is a streamline is uniform with 
given velocity q i , where 0i equals the angle of XA with the x-axis. The angle 
02 of the velocity q 2 is known along the streamline A Y. [We note that these 
are not complete Cauchy data as discussed in Chapters I I and I I I and in 
Sec. 16.4, since only 0 is known along AY.] The flow is completely deter­
mined, as a uniform flow, to the left of the characteristic CT through A, 
and this flow can change to a simple wave across a characteristic. The only 
condition beyond A is that AY be Ά streamline. The simplest type of solu­
tion compatible with these conditions is one in which the flow along AY 
is also uniform and the two states of uniform flow, I and I I , are linked by 
a single centered simple wave I I I . With these data there exist in principle, 
as we shall see, two different simple wave solutions I I I , one a forward wave 
and one a backward wave, joining I and I I . The numerical data, however, 
may be such that in a particular case only one solution, or perhaps none, 
exists. 

This can easily be seen both arithmetically and geometrically. Since qi 
and 0i are known along XA, in particular at A, and a scale factor a8 or qt 

or qm is given, Mi and ai = arc sin 1/Mi are known, and Q(qi) follows. T o 
be specific we consider a backward wave. There is at A a C+i which makes 
the angle « i with XA. Next, Q(qi) + 0i = 2η determines η, and this holds 
throughout the wave. 

On the other hand, the angle a2, valid along A Y, depends upon q2 which 
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we do not know; but if a backward wave I I I joins the two regions I and II , 
then 

Qi + 0i = Q2 + 02 , 

and, for the convex corner 

Δ0 = 0! - 02 > 0, 

where Δ0 denotes the deflection angle. Since, according to Table IV, Q is 
always between 90° and 220.45°, we find the condition 

Q2 = Qi + Δ0 < 220.45°. 

Similarly, in the case of a forward wave, Qx — 0i = Q 2 — 02 must hold, and, 
therefore 

Q2 = Qi - Δ0 > 90°. 

If both inequalities are satisfied, we have two different solutions, which we 
shall characterize presently. It is now clear that the given data may also 
be such that only one, or neither of these solutions exists. 

In geometrical terms, from a point Pi with coordinates (qi ,0i) in the 
epicycloidal ring one can reach a point with given 02 < 0i (i.e., on a given 
radius) by moving along the Γ~ through Pi until the radius in question is 
reached, provided this happens before being stopped at the maximum 
circle. Or one can move along the Γ + through Pi until the radius in ques­
tion is reached, provided this happens before meeting the sonic circle. 

Numerical illustrations (for κ = 1.4, h = \/6)· 2 8 The above inequalities 
may be visualized by plotting in a A0,M-plane the curves Q = 90° + Δ0 
and Q = ft X 90° - Δ0 which intersect for Δ0 « 65°, Μ « 3.94. These 
curves together with the line Μ = 1 and the two asymptotes delimit four 
regions corresponding to the above-mentioned four possibilities (Fig. 112). 

1. Assume, e.g., 0i = 0°, and Δ0 = 0X - 02 = 38°, Mx = 1.5. From 
trigonometric tables or from Table V, « i = 41.8°, σχ = 24.6°, Qi = hai + 
α ι = 2η = 101.9° = -38° + Q2; thus, Q2 = 139.9°, which gives a2 = 19.5°, 
Μ2 = 3. Hence everything is determined. The streamlines in the angular 
space between Ci" and Ci are given explicitly by Eq. (9) with 2η = φι = 
101.9°. Here q and Μ increase through the wave while ρ, ρ, T, and a de­
crease. Such a wave is called an expansion wave (see Fig. 113.1). For these 
numerical data, Qi — Δ0 = 101.9° — 38° < 90°; hence, no second solution 
exists. In fact, the point Pi with coordinates Δ0 = 38°, Μ = 1.5 lies, in 
Fig. 112, in the region where only a backward wave exists. 

2. Consider the same corner, 0i = 0°, 02 = —38°, but now let Mx = 3, so 
that ai = 19.5°. Then, σι = 49.1°, Qi = « ι + hai = 139.9° (equal to the 
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Δ0 (degrees) 
F IG . 112. Regions of two, one or no simple wave solutions. 

previous Q2). (a) Qx - ΑΘ = 139.9° - 38° = 101.9° = Q2 ; M2 = 1.5, 
a2 = 41.8°. This forward wave is the reverse of the backward wave con­
sidered before. Here Q and Μ decrease through the wave, while pressure, 
density, and Mach angle increase through this compression wave (see Fig. 
113.2a). (b) For these same data: θι = 0°, Mi = 3, (αϊ = 19.5°, 
Qi = 139.9°), ΑΘ = 38°, a second solution, an expansion wave, also exists 
since Ql + ΑΘ = 139.9° + 38° = 177.9° = Q2 < 220.5°. To this Q2 corres­
ponds an Μ greater than 6, M2 = 6.4, with an a2 close to 9° (see Fig. 113.2b). 
In this case, therefore, we have two different simple wave solutions of the type 
under consideration (see in Fig. 112, the point P2 with coordinates ΑΘ = 38°, 
Μ = 3). More data are necessary to determine which of these two solutions 
will materialize. 

3. Next, if Mx = 3, ΑΘ = 85°, then & - ΑΘ = 139.9° - 85° < 90°, and 
for these initial data no compression-wave solution exists. Also Qi + ΑΘ = 
139.9° + 85° = 224.9° > 220.5°. Hence no expansion-wave solution exists 
either. In fact, the point P 3 in Fig. 112 with ΑΘ = 85°, Μ = 3 is in the 
right-hand region where no solution exists. If we use, as on previous oc­
casions, the term cavitation or vacuum for a state with ρ = ρ = 0, q = qm , 
we can say that a zone of cavitation will exist between the Ct which makes 
the angle - 80 .6 ° ( = 139.9° - 220.5°) with the z-axis and the given second 
wall which makes the angle —85° with the rc-axis. 

(b) Flow around a convex bend. The boundary is now a convex polygon or 
a continuous bend. We consider first the latter case. Neither presents an 
essentially new problem compared to case (a). Again, we assume the on­
coming flow as uniform. At the point where the bend begins <?i ,0i are 
given, as well as a scale constant, a8 or at, of the oncoming uniform flow. 
The bend extends between two straight walls XA and BY (see Fig. 114), 
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and the geometric shape of the whole wall XABY is given; since this wall 
is a streamline, 0 is given along it. Again 2η = Q(qi) + 0i = Q f e ) + 02 
determines q2 at Β for an expansion-wave solution, provided Q(qi) + Δ0 < 
220.45°, where Δ0 = θι - 02 > 0 ° ; likewise if Q(qi) - Δ0 > 90°, a compres­
sion wave can link the two constant states. The first Mach line, say Ct 
in the case of the expansion wave, is determined by the angle αχ = a(qi) 
which it makes with XA at A. The last, Ct, makes the angle a2 = a(q2) 
with BY. A t each intermediate point of the bend the angle 0 is known and, 
always by means of 2η = 0 + Q(q), the corresponding q, M, and a follow. 

If we prefer a geometric procedure, then in an epicycloidal diagram con­
structed as in Art. 16 we identify the radius of the inner circle with at 

(thus determining the scale); next, we look in the diagram for the point 
A' with the given polar coordinates qifli . Through A' goes a Γο~ in the 
direction of decreasing 0 toward the maximum circle, and a Γο" (not shown 
in figure) in the direction of increasing 0 toward the sonic circle. Consider 
first the Γο~ . In order to find graphically the a for an arbitrary point Ρ of 
the bend, i.e., the direction of Ct, we draw the tangent to the bend at 

F I G . 113. Simple waves turning the same convex corner: (1) Mi = 1.5, backward 
expansion wave, only solution. (2a) Mi = 3, forward compression waves; (2b) Μ = 3, 
backward expansion wave. 
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Ρ and a radius parallel to that tangent through 0', the origin in the hodo­
graph plane. This parallel intersects ΤΌ~ at a point Pf and qP is equal to the 
distance O'P'. The tangent at P' to Γο~ is perpendicular to the direction 
of Ct (since Ct ± 170-

In exactly the same way a compression solution may be constructed using 
the Γο" through A'. Of course, it can be decided beforehand by the above-
mentioned criteria whether two solutions exist or one or none. We note that 
in both cases the straight Mach lines diverge: as we proceed from A to­
ward B, the angle θ decreases. In the first case, the C +-lines point from 
the bend downstream, and the angle a which they make with the positive 
(downstream) direction of the bend decreases (see Fig. 115a); in the second 
case (Fig. 115b), the C~-lines make with the negative (up-stream) direction 
an increasing angle a, and hence, with the positive direction a decreasing 
angle. 

The approach is the same for a convex polygon. If the oncoming uniform 
flow is completely given, several solutions may exist for which ABCD (see 
Fig. 116) is a streamline and which are such that three different uniform 
states, Κι, K2, Kz are linked by centered waves, W\ and W2. 

It is now easy to realize the connection and complete agreement between 
our present results and the uniqueness theorems for hyperbolic boundary-
value problems (Arts. 10 and 16). Let us reason in terms of the continuous 
bend (Fig. 114), where the position is perhaps clearer than for the polygon or 

Y 

F IG . 114. Simple wave turning a bend. 
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corner. Consider, e.g., a case with two solutions. The situation is the follow­
ing. As long as we know only the shape of the streamline XABY and the qi 
on XA, we do not have Cauchy data; to have Cauchy data we must know q 
along the whole noncharacteristic curve XABY. This may be prescribed in 
many ways. The type of solution we are considering here, which consists of 
a simple wave joining two constant states, is just one such solution, though 
a particularly simple one. Thus, if we decide to look for a solution which is 
a simple wave along AB, in particular an expansion wave, we must give 
q along AB in a way compatible with an expansion wave. In other words, 
we have to prescribe q along AB so that we are led from the given qi, 0i 
to the given 02 along a characteristic Γί". This is actually achieved by the 
above-explained construction, which provides q all along XABY. Thus, in 
a sense, the simple-wave construction serves to supplement the boundary 

Y 

F I G . 115. Two possibilities of simple wave between constant states for the same 
bend: (a) Backward expansion wave; (b) Forward compression wave. 

F I G . 116. Flow along a convex polygon. 
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data for the Cauchy problem; the situation is obscured by the fact that 
in a simple wave the distribution of q everywhere in the wave region follows 
in an immediate way from the distribution along the curve AB. On the 
other hand, construction of a compression wave along the bend involves 
other Cauchy data, namely, data compatible with a compression wave; 
corresponding to these different boundary data, there is then again one solu­
tion. If, as seen in a preceding example, a compression wave turns out to be 
impossible, this simply means that one cannot prescribe initial data com­
patible with that shape of bend and a compression wave, just as—to 
quote a trivial instance—one cannot ''prescribe'' a varying value of 0 along 
a straight wall. If, finally, qi and the shape of the bend are such that both 
an expansion and a compression wave are possible, it means (far from con­
tradicting the uniqueness theorem) merely that of two quite different sets 
of Cauchy data along XABY, one furnishes an expansion wave, the other a 
compression wave. And, these lead to two different constant states. 

(c) Flow turning in a concave bend (see Fig. 117). Here 0ι — 0 2 = Δ0 < 0. 
We start with two numerical examples. 

1. Let Mi = 1.22; hence a i = 55.9°, Q x = 94°. Let 0i = 0°, 0 2 = 10°, 
so that Δ0 = 0! — 0 2 = —10° (Fig. 117.1). Consider a forward wave (straight 
C~-lines inclined upstream). Then from Qi — 0X = Q2 — 02 , Q2 = 94° + 
10° = 104°, from which follow M2 = 1.57, a2 = 39.6°. This is an expan­
sion wave which can turn the flow in the desired direction, since Q2 = 
Qi + 02 - 0i < 220.45°. In this example, i.e., for this bend and Mx = 1.22, 
a backward wave cannot be constructed since Qi + Δ 0 = 94° — 10° < 90°. 

2. Now take M i = 1.57, a i = 39.6°, Qi = 104° (Fig. 117.2a). Here 

F IG . 117. Flows in the same concave bend: ( 1 ) Forward expansion wave, only 
solution; (2a) Forward expansion wave; (2b) Backward compression wave. 

(1) 
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Q, - Bi = Q2 - 02, with 0! = 0° and 0 2 = 10°, gives Q2 = 114°, M2 = 1.92, 
a2 = 31.3°, a forward wave. In the case shown in Fig. 117.2b a backward 
wave can also be constructed, the reverse of the first forward wave, leading 
to Q2 = 94°, a2 = 55.9°, M2 = 1.21 through a compression wave. 

I t is seen that in both these cases the straight Mach lines converge. 
Figure 118 shows this schematically. For the compression wave and the C+ 

(Fig. 118a), both 0 and a increase, while in the expansion case (Fig. 118b) 
the angle 180° — a, which the downstream-inclined C~ makes with the posi­
tive direction of the bend likewise increases. Hence in both cases the 
straight Mach lines converge; they will, in general, have an envelope, and 
a simple wave solution exists only in a certain neighborhood of the bend, 
such that the envelope lies outside this neighborhood. The extent of such 
a neighborhood depends on the ratio of Δ0 to the increment in the arc length, 
i.e., upon the curvature of the bend; in particular, no simple wave solution 
exists in the case of a sharp concave corner. This case can be dealt with by 
means of a solution involving a shock (see Art. 22). Figure 118c shows such 
an envelope or limit line, <£, in the case of a smooth concave bend; the limit 
line is cusped. Through the point Ρ passes one straight Mach line, and on 
it velocity, pressure, etc., are uniquely determined. Through the point Q, 
however, pass in general three straight Mach lines, each defining a different 
" f low"—a situation with no physical reality. 

(d) Successive simple waves. Consider a combination of the cases con­
sidered in the two preceding subsections. Assume, e.g., a contour of the 
shape indicated in the first Fig. 119. Two regions of constant state XA and 
DY are joined by a contour which has first positive, then negative, then 
again positive curvature along AB, BC, and CD, respectively. Assume qj 
known. Again we have incomplete Cauchy data: both q and 0 are given 
along ΧΑ, but 0 alone is known along ABCDY. W e can link the regions of 
constant state I and I I by three simple waves. The two possible solutions of 
this kind are shown in the hodograph: (a) 12, 213, 31'.compression wave, 
expansion wave, compression wave; (b) 14, 415, 51: expansion, compression, 
expansion. The end velocity α π is in both cases equal to qi . 

4. More elaborate examples involving simple waves 

W e consider here several problems of two-dimensional ducts™ A t the end 
of Sec. 16.4 we saw that the supersonic flow in a duct is determined 
if the velocity q along an entrance section AB and the form of the two 
walls is given. Carrying out the required steps (see Fig. 91) for an arbitrary 
velocity distribution q along A Β and arbitrary shapes of walls is difficult, 
and in general approximations will be needed. However, under certain cir­
cumstances a solution involving simple waves exists, and this simplifies 
the problem. 
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(a) Uniform entrance velocity. General case. Consider a duct whose walls 
are straight and parallel at the entrance, then begin to bend (see Fig. 120). 
A t the entrance a uniform velocity q 0 is given; hence XADAX will be a 
region of uniform velocity, where AD and AD are straight Mach lines 

F I G . 118. Convergent Mach lines in concave bend: (a) Backward compression 
wave; (b) Forward expansion wave; (c) Envelope with cusp—three straight charac­
teristics through Q, one through P. 
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F I G . 119. Successive simple waves in physical plane, and hodograph plane. 

whose slopes are given, since q A = qx = q 0 . Adjacent to the straight charac­
teristic AD is a simple forward wave with straight Mach lines C~~, and 
adjacent to AD a backward wave with straight Mach lines C+. The cross-
characteristics Ci and CD issuing from D are both curved; they intersect 
the walls at the points Ε and Ε respectively. Assume first that the walls 
are still curved at these points. Since we know q at D> we know the constant 
2ξ of the forward wave ADE, and since 0 is known along the streamline 
AE, the g-values follow there. Therefore we know q along each of the 
straight C~ in ADE, and this determines Ct (see end of Sec. 16.4). A 
corresponding graphical procedure would be the following. We proceed from 
D in continuation of the direction AD to the intersection with a straight 
C~ close to D; at this point of intersection we again know q and 0, hence the 
direction of a short segment of the line, and we can go on. Similar con­
siderations hold for the wave ADE. 

penetration 

backward 
wave 

F I G . 120. Duct with uniform entrance velocity: general case. 



308 IV . P L A N E S T E A D Y P O T E N T I A L FLOW 

Now if, as assumed, the walls at Ε and Ε are curved, there are in gen­
eral no other simple waves, and we are again faced with the general problem. 
Knowledge of q (and compatible Θ) along the characteristics ED, ED de­
termines the flow in the characteristic quadrangle EDEF, the "penetra­
tion zone". Next, the flow may be found in the triangular region limited 
by EF, by the characteristic which continues EF, and by a piece of the 
upper wall along which θ is given, and similarly for the lower wall. This is 
the type of "mixed" problem discussed in Arts. 10 and 16 where values are 
given along two arcs, one of which is characteristic. As the next step we have 
to solve again a characteristic boundary-value problem, etc. 

(b) Short bend between straight walls. The situation becomes simpler if, 
after a short bend starting at A, the wall again becomes rectilinear, so that 
Ε and Ε lie again on straight walls (see Fig. 121). Up to ADA there is 
uniform flow K0 ; then, as before, two simple waves follow, the forward 
wave WA and the backward wave Wj · Again the cross-characteristics DC 
and DC can be found. So far it is the same as before. Now, however, since 
the wall beyond Β is straight and the C"-characteristic BC is also straight, 

FIG . 121. Short bend bet ween straight walls in physical plane, and hodograph plane. 

maximum 
circle 
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a region of constant flow is determined in the triangle BCE, where CE is 
a straight C+ of known direction. Everything is similar in BCE. There 
follows, next, a penetration zone, CDCF, where CF and CF are characteris­
tics. In this zone there is general flow, determined by the characteristic 
boundary-value problem. Now, however, adjacent to the triangle BCE of 
constant state, there is again a simple wave, Wc, with straight C +-lines, 
and similarly there is a forward wave Wc adjacent to CE. Since q and Θ 
are known at C, we find the constant 2η of Wc by Qc + θ0 = 2η. 

However the wave Wc with the cross-characteristic CF is not completely 
known, unless the penetration problem has been solved. Nevertheless the 
velocity q 3 at F is known without the penetration problem being solved, 
as can be seen by considering the hodograph (Fig. 121). First the vector 
qo = O'D' is located. From D' start the epicycloids D'C and D'C limited 
by the radii O'C and O'C' which are parallel to BE and BE, respectively; 
these arcs D'C and U C' are images of the waves WA and Wx , and the 
points C, C' represent the constant flows in BCE and BCE. The images 
of the waves Wc and Wc are the epicycloidal arcs CF' and C'F', which 
intersect at F', and determine the vector O'F1 = q3. 

In Wc the correspondence between θ and q is known but this is not 
enough. If, however, the shapes of the characteristics CF and CF are 
known (after the penetration problem has been solved), this determines 
the velocity distribution along CF, which is a cross-characteristic for Wc . 
Then, the velocity distribution everywhere in the "quadrilateral" Wc 

is known, in particular on the cross-characteristic issuing from Ε which 
limits Wc . A t F there again begins a uniform flow, etc. Figure 122 shows 
schematically a flow in a duct whose walls are partly straight, where regions 
of constant flow, simple waves and general flows (shaded) alternate. 

(c) Particular cases. Assume that in a situation such as that considered 
in (b) the C~ through A meets the opposite wall at a point where it is 
still straight, i.e., to the left of A (see Fig. 123). The characteristic EG is a 
cross-characteristic of the simple wave AEG = WA , and Wx drops out. 

F IG . 122. Succession of constant flows, simple waves, and general flows in a sym­
metric duct. 
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Beyond EG the flow is no longer a simple wave and is determined as ex­
plained before. EG is sometimes called the reflected Mach line of AE. 

A further simplification arises if at the point Ε the wall has the shape of a 
streamline of the extended simple wave obtained from AEG by continuing 
the straight C~-characteristics across EG; then this latter wave provides 
the continuation of the flow beyond EG. This applies in the following 
construction. 

(d) Parallel exit out of a duct Consider a symmetric duct with otherwise 
general supersonic flow (neither uniform nor simple wave) in some region 
limited on the right by the characteristics ED, ED (see Fig. 124). W e con­
sider now the problem of determining the shape of the remaining part of 
the duct in such a way that the flow at the end is uniform and parallel to 
the horizontal axis of symmetry. A simple wave, or rather a symmetric 
pair of simple waves, may provide the transition. Beyond D, we want the 
characteristic line ED to continue as a straight C+ of WA, and similarly 
for ED and WA . This will be achieved if the wall Ε A is constructed so that 
it is a streamline of the simple wave WA for which ED is a cross-characteris-

X Ε A 
F I G . 123. EG reflected Mach line of AE. 

general 
flow 

Y 

Ϋ 
F I G . 124. Parallel exit flow out of a duct. 
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A 

F IG . 125. Parallel exit flow out of a duct with radial entrance flow. 

tic. Since q and θ are assumed to be known everywhere along ED, the 
constant 2η = ΘΒ + QB follows, as well as the velocity distribution along 
all straight C+ crossing ED in given directions; in particular, the stream­
line through Ε can be computed or constructed. By reason of symmetry, 
θ = 0 at D; hence it is also zero at A and at A ; the walls beyond A and 
A can be continued horizontally, and the emerging flow will have constant 
horizontal velocity to the right. 

A particular case may be mentioned. Consider a duct where the general 
flow (to the left of ED Ε in the preceding figure) is radial [see subsection 
(b) of Sec. 17.4]. This flow is explicitly known, including the shape of ED 
and the velocity values along it (see Fig. 125). The radii, such as OQ, are 
streamlines, and since the values of q and 0 along the straight C+ through 
Q remain constant, and Ε A is to be a streamline, it follows that the tangent 
to the wall at Ρ is parallel to OQ. 

Other problems which include combinations of simple waves and shocks 
will be discussed in Art. 23. 

Article 19 

Limit Lines and Branch Lines 

1. Singularities of the hodograph transformation 

Certain singularities found first in some of the simple examples of Art. 7 
(radial flow, spiral flow) were reconsidered in Sec. 17.4 as singularities of 
the hodograph transformation. We found them connected with the vanish­
ing of certain functional determinants at points or rather along lines. Along 
such a line in the physical plane, the limiting line or limit line (which in 
these examples happened to be a circle), (see also Fig. 118c) the acceleration 
became infinite, the streamlines showed apparent cusps, etc. In the present 
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article we shall study limiting lines, and their counterpart branch lines, 
in some detail, and again from the point of view of singularities of the 
hodograph transformation.3 0 

A physical solution assigns to a point Ρ in the flow plane one and only 
one q = q(r); in such a solution however, there is nothing to prevent the 
same q from appearing at several points P. If now instead of the flow 
Q = <l(r)> which we want to determine, we obtain from one or other of 
the inverted linear hodograph equations a hodograph solution r = r(q), 
where r is a single-valued function of q, such a solution may not be every­
where equivalent to the desired flow q = q(r) since, roughly speaking, it 
may give too much as well as too little: (a) a solution r = r(q) may well 
associate the same r with various q-values; (b) a solution q = q(r) in 
which the same q corresponds to different r-values cannot appear as a 
single-valued function r = r(q). 

An illustration of the situation (a) is provided in the simple examples of 
radial flow and spiral flow (Sec. 17.4). W e found that to each point in the 
flow field, except to points on the limit circle, there belonged two different 
velocities, which is physically impossible. W e had to distinguish between 
two different solutions which meet at the limit line, i.e., which assume the 
same q at every point of this line. We saw in each case that the occurrence 
of a limit line was connected with the vanishing of the Jacobian 
D = d(<p,\f/)/d(q,e) or of an equivalent determinant; on the other hand, in 
Sec. 17.3 we found D ^ 0 (D considered as a function of q and0) as the con­
dition for deriving a solution q = q(r) from the hodograph solution r = r(q). 

If, however, d = D~l or an equivalent Jacobian is zero, then the transi­
tion from the physical plane to the hodograph plane is not possible. [More 
generally, this implies that from equations (10.1), with right sides zero and 
the coefficients dependent only on u and v, we cannot obtain equations 
(10.22).] W e found this situation in the case of a simple wave, where the 
same q corresponds to infinitely many points r, and where the Jacobian 
d(q,6)/d(x,y) is zero in a two-dimensional region. A t any rate, the examples 
point to two types of singularities, corresponding to the remarks (a) and 
(b ) , each type connected with the vanishing of certain (essentially equiva­
lent) Jacobians. 

A word about terminology may be added. If in the mapping of an X,Y-
plane onto a £/,F-plane one calls M-lines the lines of the X,F-plane along 
which the Jacobian Δ = d(U,V)/d(X,Y) = 0 and ΑΓ-lines the lines of the 
X,F-plane along which Δ becomes infinite, it is obvious, as a consequence 
of [d(U,V)/d(X,Y)]-[d(X,Y)/d(U9V)] = 1, that the image of an M-line of 
the X,F-plane is an iV-line of the C/,F-plane, and conversely. There are 
mathematically only two concepts. In our physical problem, however, the 
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physical plane and the hodograph plane play very different roles, and four 
different names are in use. W e shall call a line in the flow plane along which 
i = d(qye)/d(x,y) vanishes* a branch line of the flow plane, and a line in 
the flow plane along which / = i~x = d(x, y)/d(q, θ) = 0 we shall call a 
limit line of the flow plane. If terms are needed for the hodograph images 
of these lines, we call the hodograph image of a limit line a critical curve 
and that of a branch line an edge?1 

As has been done in previous articles, we shall denote by capitals the 
Jacobians in which hodograph coordinates appear in the denominator, and 
by (corresponding) small letters those for which hodograph coordinates 
appear in the numerator. Hence, e.g., 

d(qx,qv) = d(y,\p) = D d(x,y) = . d(x,y) = 

d(x,y) ' dm 9 aft,*) ' d(qx,qy) 

and, e.g., 

j = d(x9y) = j 1 = D J _ 
d(qfi) 2q tan a pq2' 

Since d ( g , 0 ) / ( d ( £ , ? 7 ) = 2q tan a , the mapping of the supersonic region of the 
hodograph onto the ξ,^-plane is locally one to one, except when a = 90° 
or a = 0°, i.e., q = qt or q = qm . The determinants /, D and Ε are 
equivalent for supersonic flow and a ^ 0°, 90°. Both branch and limit lines 
are essentially supersonic phenomena. A brief consideration of the sub­
sonic cases will be given in the next section before starting the main dis­
cussion. 

2. Some basic formulas. Subsonic cases 

W e first collect some simple formulas which will be needed. W e have de­
noted the Mach lines in the flow plane by C~ and C+ or by ξ-lines and q-lines, 
(Sec. 16.7). W e use this last term for both the Mach lines in the #,2/-plane 
and the rectangular coordinate lines in the £,?7-plane. Denote by r the radius 
vector of a point P, and by ξ,ή unit vectors which form angles —a and + a , 
respectively, with the flow direction. Then θτ/3ξ and dr/θη will have the 
ζ- and ^-directions respectively, and we may define functions /&ι(£,τ;) and 
fai^l) by the equations 

(ί) I = hi g = hn. 
* This Jacobian is named here as a representative of several, and in general 

equivalent, Jacobians which we shall use according to the situation. 
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θ8ι
 ξ ' ds2 

and 

ίο\ ι dsi , ds2, 
( 2 ) Λ ι = ^ ' } Η = ώ;' 

with the notation φ+ = θ + α, φ~ = θ — a we have 

(3) 

Hence 

dx , _ θχ , J + — = Λι cos φ , — = A2 cos φ 

θν τ · — dy Ί . + 
= h sin φ , -f- = h2 sin 0 . 

σξ στ; 

(4) J = = * Λ ω η 2 α . 

In the characterization of the singularities of the transformation it is pref­
erable to use hi and h2, and their reciprocals, rather than the Jacobian (4) 
since the vanishing of each of them has a distinct geometric meaning.32 

We note 

o(qft) 

Also, with letter subscripts denoting partial differentiations, 

ybt = — pqhi sin a, ^„ = pqh% sin a 

^€ = qh\ cos a, = qh2 cos a. 

The hi, Λ2 are basic in the differential geometry of the net of characteristics 
in the physical plane. 

Introducing, with a usual sign convention, f the radii of curvature R\, 

* In contrast to Arts. 9 and 16 the line elements of Mach lines are here denoted 
by dsi and ds^ . 

f The sign of Ri (of R2) is chosen positive if the center of curvature of a £-line 
(77-line) lies in the direction of increasing η (increasing £). 

Hence, if dsi and ds2 denote* line elements of ξ-lines and ij-lines, respectively, 
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(5) *2 = 77 = -

Ri dsi Aid£ ' 

θ(θ + α) θ (θ + a) 
R2 dS2 fh θη ' 

K = — = 1 (*L + = 1 Λ _ ΐ Λ 
ds 2 cos α \θβι ds2/ 2 cos a \h2 hj' 

Denoting by a prime differentiation with respect to q, we find (always with 
Q = η + f, β = η - ξ) that 

(6) 

By equating in (3) the mixed derivatives of χ and t/, respectively, and then 
simplifying, we obtain a pair of linear equations for hi, h2 : 

(7) 

^ sin 2a + ^ - 1^ (Λ2 + Ai cos 2a) = 0, 

^ 2 sin 2a + - l ) (hi + h2 cos 2a) = 0, 

with Q' = l/(q tan a ) . f While these equations do not seem to offer any par­
ticular advantages with respect to the general integration problem, as 
compared to other pairs of linear equations (see Sees. 17.1 and 17.2), they 
will help in our present discussion.33 

We finish this preparatory section by considering the vanishing of repre­
sentative Jacobians in the subsonic cases. Dealing first with the limit type 
singularities, we consider the Jacobian 

d\Q*,qv) QP pq 

* Note that Ri = 0 does not follow from hi — 0 if, exceptionally, 1 + otf/Qf = 0; 

in the polytropic case this happens for the exceptional Μ « 2/\/S — κ). 
t In polytropic flow: 

j « ' * + 1 
Q' 2 cos 2 a 9 

which shows how the expression becomes infinite as a —> 90° 

R2 of the £- and 77-lines, respectively, and the corresponding curvatures 
κι, K2 , as well as the curvature κ of a streamline, we find: 

1 θ(θ - α) θ(θ - a) 
κι = — = 
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which vanishes only if 

* « = 0, and * = 0, 

and this implies, according to (16.31), 

* = 0. 

Hence, all four derivatives \f/q <pq, φβ vanish. Then also xq, yq, ΧΘ , ye 
vanish. Clearly, such a singularity is isolated. Incidentally it can then be 
shown that this singular point is a saddle point for both (p(q,6) and ^(#,0) 
unless all second-order derivatives of φ and ψ vanish there. In fact, from 
(16.31) we conclude that 

I t is also seen from (16.31) that if <pqe = 0, b o t h ^ g g and ψββ vanish. Hence 
Uqjpee — Ψ5β2 < 0 unless all three second-order derivatives of ψ vanish; a 
similar argument holdsfor<p(q,6). 

T o study the branch type singularities for subsonic flow, we consider for 
q 7± 0 the Jacobian 

I t can vanish only if dq/dn = 0, dq/ds = 0, and it follows from Eqs. (16.7) 
that then, in addition θθ/ds = θθ/θη = 0. We may show again that the 
singular point is a saddle point for q and θ unless all second-order deriva­
tives are zero. Hence, at any rate, these singularities occur only at isolated 
points. 

3. Limit lines £ i and £ 2 

Next, let us consider the supersonic region of a flow using the hodograph 
coordinates £,η. We shall assume in this and the next section that a is 
neither 90° nor 0°. In Sec. 5 the case a — 90° will be studied. 

We consider for a given solution in the £,r;-plane the locus M£>*?) = 0, 
and in particular the mapping onto the x,?/-plane in the neighborhood of 
this locus. Let ρ be a point* with coordinates £0 ,νο, where /&i(£o ,yo) = 0 , 
(dhi/drizQt1IQ ?± 0. Then by the implicit function theorem there is a curve 
V = #(£)> w i t h τ/ο = g(£o) on which /ΐι(ξ,τ/) = 0. We call it a critical curve 
and denote it by U , and we call the curve £ 1 in the flow plane correspond-

* We use here p, m, q} · · · , for points in the £,»7-plane rather than, as in pre­
vious articles, Ρ', M'f Q... 

2 
(8) iq^M = — Ρ 2 
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ing to h a limit line. A point on £ 1 , or rather a point Ρ such that hi = 0 
at its image p, will be termed a ZzratZ pomZ. 

W e consider first points m on the critical curve where both dhi/θξ and 
dhi/θη are different from zero. From the first of these conditions we conclude 
that h does not have the ^-direction at ra, and from the second, using (7) 
and a ?± 0°, τ* 90°, that h2 ιέ 0 at ra. Then (1) shows that at M, the image 
of ra, the limit line £i has the ^-direction, i.e., £i is tangent to the charac­
teristic C+ at M. The same conclusion holds for any curve 6 through Μ 
whose image c, say η = / ( ξ ) , does not have the ξ-direction at ra. Al l 
such curves β are tangent to £i at M. 

For example, the images in the ξ,^-plane of lines of constant speed or of 
lines of constant direction do not have at ra the exceptional direction, i.e., 
the ξ-direction. In fact, for the latter, dd vanishes, and if a ^ 90°, di\ = 
i(dQ + άθ) 9* 0; a similar conclusion holds for the former. Hence these 
lines are tangent to £i at M. A consequence is that the direction of the 
vector grad q at Μ is normal to £i, and hence to the C+ through Μ. 

If, however, the curve c has the exceptional direction atra, i.e., άη/άξ = 
/'(£) = 0, we can no longer conclude that the corresponding C has the η-
direction at M. W e prove that in this case β has a cusp at M. In fact, 
along e 

G = * F + / ' (£ )*„ | = < / * + / ' 

so that since both χζ and vanish with hi and/' ( ξ ) = 0, both dx/άξ and 
dy/d£ are zero at M. On the other hand, 

dx „ dy . .// 

and not both right sides vanish since, using (3) , 

XttVr, - = ^2 sin 2α ^ 0. 

Hence the singular point of e at Μ is a cusp. Since the £-line at ra has the 
exceptional direction, the C~ at ilf has a cusp there, its tangent making the 
angle 2a with the direction of £ A . W e know that streamlines and equi-
potential lines bisect the angles of the C~-and C +-directions. Since they 
are therefore not tangent to £i at M, we infer that their images in the 
£,?7-plane must have the exceptional £-direction at ra and that there­
fore at Μ they must have cusps. This may also be seen directly. From hi = 0 
and (4 " ) , ψξ = 0 and φξ = 0 follow; hence at ra, for a streamline, d\f/ = 
\{/ηάη = 0, and as ψη 9^ 0 (since h2 ^ 0) , άη = 0; hence at ra the stream­
line has the ^-direction. The same conclusion holds for potential lines. 
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Next consider the acceleration at Μ. Using again Q = η + £, Q' 
(q tan a ) " 1 we find 

(9) b = 
_dq _ ndq _ 

dt ds 2 COS a \dsi ds2J 2 cos2 a h2/ 

which is thus seen to be infinite at a limit line, as found before in particular 
examples. The same holds true for the velocity gradient. 

All our results, of course, have their counterparts for points of an £ 2 : 
h2 = 0, at which dh2/d£ -A 0, ΘΗ2/Θη ^ 0. W e review: Consider in the char­
acteristic plane the locus Λι(ξ,τ?) = 0, i. e., the critical curve h , and points 
of k at which dhi/θξ 0, dhi/θη 0. Its image, <£i, the limit line, is the 
envelope of plus Mach lines C+, of curves of constant speed and of curves of 

y 

_ C , 17-line 

ψ« constant 

C " f - l i n e 

2a, 
p.p' 

^ • c o n s t a n t 

F I G . 126. Limit line and critical curve. 
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constant direction] it is the locus of cusps of the C~~ Mach lines, of streamlines 
and of equipotential lines, all of which have in the ξ,η-pfone the ^direction at 
their intersection with l\. For the critical curve, JH = 0, the roles of C+ and 
(Γ, of η and ξ, are reversed. 

W e have seen in examples that two physical solutions meet at a limit 
line. We now consider the correspondence between the x,y- and £,77-

planes near such a line (see Fig. 126). Consider a point Ρ in the physi­
cal plane. I t is the image of two points ρ and pf. In fact through Ρ pass two 
characteristics of the nonexceptional kind, two C +-lines, which touch the 
£i-line at Μ and Μ', respectively, with corresponding points m and m' on 
k . On the ?7-line through m lies p, on that through m' lies pf\ the two points 
ρ, p' are on opposite sides of the critical curve k since η varies in the oppo­
site sense along Ρ Μ and along PM'. Likewise two ξ-lines (C~-characteris­
tics), PQ and PQ', pass through Ρ making angles 2ai and 2a2 with the 
(^-characteristics PM and ΡΜ', respectively. The point q corresponding 
to the point Q lies on the ξ-line through ρ and on k , while the point q' 
lies on the ξ-line through p' and on k . 

W e obtain a one-to-one correspondence in the usual way by considering 
separately the two sheets in the physical plane, which are each the image 
of one side of the critical curve hi = 0. On each sheet in the physical plane 
there is one flow.34 

4. Special points of the limit line 

(a) Cusps of the limit line. Our discussion is not yet finished. So far we 
have assumed that at the point of the curve Μξ ,η ) = 0 considered, both 
dhi/θξ and dhi/θη are different from zero. Now we drop this assumption. 
Κ Mi,*?) = 0 and dhi/θη = 0, it follows from (7), since (a'/Q') - 1 ^ 0 , 
that h2 = 0; hence hi = h2 = 0, and from (3) that all four derivatives 
θχ/θξ, · · · vanish. Such a point will be called a double limit point The point 
of intersection of two critical curves hi = 0, h2 = 0 is such a point; the 
corresponding point in the flow plane is the point of intersection of two 
limit lines £1 and <£2 [see subsection (b) below and example in Sec. 20.5.] 
W e lay aside this case for the moment. 

Now, let us consider a point m of hi = 0 where dhi/θη 0, 3hi/θξ = 0, 
θ\/θ£2 5* 0; the critical curve has the ^-direction. If the relation Ηι(ξ,η) = 0 
is written in the form η = g(£), theng' = άη/άξ = ( — θ^/.βξ)/(3hi/θη) = 0 
at m, while g"(£) = (-θ%/θξ2)/(θ^/θη) j± 0. As before, at the point M, 
the image of m, dx/άξ = Χξ + x^g'(£) = 0 from hi = 0 and gf = 0, and 
likewise dy/d£ = 0, while 

ax . n ay . » 
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Here x# = 0, y# = 0, g" ^ 0 and xn, yv cannot both vanish since h2 ^ 0. 
Hence, not both derivatives of second order are zero, and £i is seen to have 
a cusp at M. W e further conclude (since h2 9^ 0) that again the C+ at Μ 
touches <£i (see Fig. 127), i.e., has the cusp tangent there, but does not 
itself have a cusp, and that the same holds for any curve through Μ whose 
image does not have the ^-direction at ra, e.g., for the curves of constant 
speed and of constant direction at M. On the other hand, the image of the 
C~~ has the ξ-direction at m; this is also true of the images of the streamline 
and the equipotential line at M , since neither has the <£i-direction at M. 
As before, this last fact can also be seen directly from ψζ = 0, ψη ^ 0, 
etc. 

Such a point Μ (or points) where li shows an extremum and <£i a cusp 
plays an important role; in fact, a streamline that passes through a cusp of 
£>i separates those streamlines that do not encounter £ i at all from those 
streamlines that do encounter it (and do so in general at two points) and 
consequently have cusps at <£i . In the characteristic plane, streamlines 
that intersect h in the ξ-direction (and in general at two points) and those 
that do not intersect it at all are separated by a streamline that contacts h 
at m in the £-direction. The region between the branches of £i is covered 
three times (see Fig. 127); otherwise the mapping is one to one (see also 
Fig. 118). Of course similar considerations apply to an <£2 · All this will 
find its illustration in an example to be considered in detail in Sec. 20.3. 

(b) Intersection of limit lines. We now consider a point, a, in theory-plane 
where hi = h2 = 0, and consequently dhi/θη = dh2/d% = 0. In this case all 
four derivatives yv vanish at a. W e assume that both dhi/θξ ^ 
0, dh2ldr\ 9^ 0. Hence, in the vicinity of this point we can write for hi(£,r\) = 0 
the explicit form ξ = g(rj) with g'(y{) = 0 at a. Also h2{£,y) = 0 may be 

y 

streamline 

streamline 
0 χ 

F IG . 127. Cusp of limit line. 
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written as η = / ( f ) , where/'(£) = 0 at α. Next, differentiating Eqs. (3) we 
find at the point a 

*tt = — cos 0 
όξ 

dhi . 
— s in0 
όξ 

dh2 J + 
= — cos φ , 

dh2 . , + 
— sin φ , 
ση 

Consider the curve £ i corresponding to λι(£,ι?) = 0. W e prove that it has 
a cusp at Λ(.τ,?/), the point corresponding to α(ξ,η) (see Fig. 128). In fact, 
at A, 

dx 
άη 

= χη + χ$ = 0, 
dy 
άη = Vn + υΰ' = ο, 

ix 
άη2 

The second term to the right in the last equation is zero unless g" = oo at A; 
but g" = (-θ%/θη2)/(θ^/θξ) at 4 , where dhi/δξ ^ 0 by hypothesis, and 
differentiation of (7) shows that θ%ι/θη2 remains finite at A. Hence at A: 
ofx/άη = χηη, (Fy/άη = yvv and dy/dx = ymlxm = tan φ+. We conclude 
that the curve £i has a cusp at A with the tangent in the C +-direction. In 
exactly the same way we find that the curve <£2 corresponding to h2 = 0 
has a cusp at A with the C~-direction as tangent. I t can then be seen that 
the inner angle in the χ yy-plane is covered four times. 

F IG . 128. Neighborhood of a double limit point. 
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From (4" ) and the properties at the point under consideration we find 
that φξη = ψξη = 0, that 

2 2 θΛί dl%2 ι . . 2 2 · 2 dhi dk2 

n&n = ί c o s a~d£~fy> a n d τζζτψι = -pq sm 

Hence, according to whether (θΗι/3ξ)(θΗ2/θη) ^ 0 the point is either a 
saddle point (upper sign) or an extremum for^>, and the other way for ψ. 
For the first case, the extremum of ψ, a streamline near the point a in 
the hodograph will be closed, and its image in the physical plane (see Fig. 
128) demonstrates the fourfold covering of the angle at A. In the next arti­
cle we shall find an interesting illustration of this situation. 

W e do not discuss singularities of "higher order". 

5. Limit singularities for Μ = 1 

In our previous derivations, a ^ 90° and α ^ 0° were assumed and 
actually used in many conclusions. If a = 90°, i.e., at the sonic line, a partly 
new situation presents itself which we shall now study with respect to 
limit-type singularities.3 5 

For a = 90° the Jacobians J and D no longer exhibit the same behav­
ior and it is now the vanishing of D which will serve as a criterion. Us­
ing (4 " ) , we have 

D = J —-4̂ — cos a = pqh\h2 cos 2 a 
2 sin α 

do ) 
cot a . , ρ 

= - — = - w , -

W e see that if J < » then D = 0, and if J = <*>, D may be zero or 
nonzero (finite or infinite). 

Writing <ρξ, φη in terms of ψ β , ψθ we have 

(11) φι = - [ - q\f/q + ψθ cot α], <ρη = - [q\pq + ψβ cot a]. 
Ρ Ρ 

As a —> 90°, ^ cot a —> 0, unless ^ —• 0 0 (which we exclude). 
Laying aside the case D —• ± o o which corresponds to branch type 

singularities (see Sec. 6) , we call an ordinary sonic point, in contrast to 
limit point Or branch point, a point where \pq j± 0; then both φ$ and <ρη re­
main nonzero. For example, in the case of spiral flow (see Sec. 17.4) the 
sonic line (a circle) is not a limit line. Straight computation shows that with 
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the notation of Art. 17, where C, k > 0: 

. Cp , Ί 7 cot a „ 7 cot a . ~ 

ψ9 = —, Φβ = k, <ρξ = k -C, <ρη = k + C 
Q Ρ Ρ 

hi = - (- — C tan a), A2 = - ( - + C tan a ) , 
a\p ) a\p /' 

b = kf>qZ 

k2 cot 2 a - C2p2' 

For a —> 90°, ^ ς 5^ 0 and hence all points are ordinary. 
A new type of limit point (and limit line) which we shall call sonic limit 

point is characterized by Μ = 1, \[/q = 0. A t such a point either ψς = 0, 
φβ 0, or φς = 0, φβ = 0. The first case can clearly happen along a whole 
arc of curve which we then denote as a sonic limit line, £t. In the second 
case the point is isolated, or as we shall see presently, it may be the com­
mon point of an £ t and an <£i, for instance. 

The simplest example of an £ t appears in the radial flow (Sec. 17.4). 
Along the line Μ = 1, which in this case is a circle, we find, using the above 
formulas with C = 0: 

ι Λ / 7 7 cot α: 

Ρ 

hi = A2 = — , b = τ PQ tan2o:. 
ap k 

There is no other limit line in this example, since both hi and h2 are every­
where nonzero.* 

From φι = <ρη = 0 a sonic limit line is an equipotential line. Hence, at 
every point of a sonic limit line, the streamline direction is perpendicular to 
the £ t , and since a = 90°, it follows that both the C+ and C~ are enveloped 
by the £ t (see Fig. 129). Since at the £t, φ9 = 0, φθ ^ 0, άφ = φα dq + 
φβ άθ = φβ άθ, we see that if άφ = 0 also άθ = 0, and vice versa; hence the 
line θ = constant, the isocline, is likewise perpendicular to the £ t . 

More generally, and in analogy to our study of the £ 1 and £ 2 , we conclude 
from Eqs. (17.25), since άφ = 0, ψ9 = 0, φθ ^ 0 at the £ t : 

dx = - — sin θ άθ, dy = — cos θ άθ. 

Thence 

(12) ^ = - c o t Θ, if άθ 0. 
dx 

* Note that in the spiral flow hi—* — 0 0 , Λ2 —> oo along the ordinary sonic line, 
while in the radial flow hi and hi are finite along the sonic limit line. 



324 IV . P L A N E S T E A D Y P O T E N T I A L FLOW 

Hence an element of any curve in the hodograph on which dd ^ 0 maps into 
an element with slope dy/dx = —cot θ in the x,?/-plane, i.e., normal to the 
streamline, or tangential to the £ t . Next, considering an exceptional ele­
ment with dd = 0, and using q as parameter, we find from Eq. (17.25') that 
dx/dq = 0, dy/dq = 0, but that d2x/dq\ d2y/dq cannot vanish simultane­
ously, and we conclude that the curves which at the sonic line in the hodo­
graph have the exceptional (radial) direction will map into cusped curves. 
We also note that the characteristics C+, C~ lie on different sides of the 
isocline (and streamline) forming an angle of 180° with each other since in 
the hodograph they are separated by the isocline. 

We conclude from 

that the acceleration, which has been found infinite along an £i or <£2, is 
also infinite at any sonic limit point where ψβ ^ 0. 

In the radial flow example the lines of constant direction are the radii 
(which are perpendicular to the <£*). The radii are also the streamlines for 
both flows, and at each point of the sonic limit circle the two streamlines 
may be considered to form a degenerate cusp. 

A sonic limit point could be the point of intersection of an £ t with an £i , 
or with an £ 2 , or with both* (double sonic limit point). I t could also be 
the sonic point of an <£i or of an <£2 (an example will be found in Sec. 20.3) 
or of both (again double sonic limit point). If the point is the point of 
intersection of an £ t and an <£i, say, then ψβ must also vanish there. For, 
since ipq = 0 along the sonic line q = qt, we have from Taylor's formula 
applied to \j/q that \pq = 0(q — qt) while tan a = 0(q — qt)~\ so that 
\pq tan a = 0(q — qtY; hence ^ = q\l/q tan a — ψθ tends to the value of 
— ψβ at q = qt irrespective of the path of approach. But ψξ = 0 everywhere 

y 

sonic limit line,£t 

0 
F I G . 129. Sonic limit line. 

* For an example see the last of the papers quoted in Note 35. 
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along £1 ; hence ψ9 = 0 at such a point of intersection. This also shows that 
a line £i along which Μ = 1 everywhere is not possible. The conclusion 
ψθ = 0 is not valid if the point under consideration is the sonic point of an 
£i without lying on an £ t (see examples in Sees. 20.3 and 20.5 where ψβ ^ 0) . 

We review: The sonic limit line £t, characterized by \pq = 0 along a sonic 
line, is a (piecewise) equipotential line and a line of constant velocity; at a 
point where ψβ ^ 0, it is the envelope of both families of characteristics and, 
more generally, of all curves whose images in the hodograph plane do not have 
the exceptional radial direction. Α11 curves whose images have the radial direc­
tion at the sonic circle have cusps at the £t . On the £t the acceleration be­
comes infinite. 

We do not study here or in the following the case a = 0°, since lines with 
ρ = 0 will in any case appear only as boundaries of flow regions. 

6. Branch lines 

We now study the vanishing of the reciprocals d and j of Jacobians D and 
J, respectively. We consider Μ ^ 1 (see end of Sec. 2 for Μ < 1). Now 
D = pqh\h2 cos2 a cannot become infinite unless either hi or h2 becomes 
infinite. Here, therefore, we have only to investigate the loci hx(x,y) = ± oo f 

h2(x,y) = =b oo ; in other words, there are only branch lines Bi and B2, and 
no analogue of the <£*. We now consider a (locally) single-valued solution 
in the x,y-p\txne and lines (or points) along which hi or h2 considered as a 
function of x, y becomes infinite. The discussion becomes similar to that 
for limit lines if we invert the Eqs. (3), which were basic in our previous 
investigation. Then = nyd(x,y)/d(£,q) and from (3) and (4) we obtain 
%t = Vyhih2 sin 2a = hi cos φ~, or ηυ = cos φ~~/h2 sin 2a. This suggests that 
we introduce 

(13) h = t _}_ n_, h 1 

hi sin 2a h2 sin 2a" 

If we assume a ^ 90°, 0°, then the k( are equivalent to l/h, and we obtain 
from (3) 

(14) 

d£ . . + 3η Ί . _ 
— = ki s i n φ , — = —k2 s i n φ , 
do; dx 

d£ 7 ^ + dry 
— = —ki c o s φ , —^ = k2 COS φ , 
dy dy 

(14') j = kik2 sin 2a = (hih2 sin 2a) 1. 

The locus ki(x,y) = 0 is called a branch line in the £,2/-plane, briefly a Bi, 
and its image in the £,77-plane an edge bi. W e assume now k2 τ* 0, so that 
dt\ 9^ 0 on locus (then the flow in the physical plane is not a simple wave or 
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a uniform flow). From ki = 0, we see by (14) that d£ = 0; hence £ = con­
stant. Therefore &i is an 77-line in the £,7j-plane, and Bi is a C+ in the flow 
plane. I t follows as in the previous investigations that all lines in the x,y-
plane, with the exception of those lines which have the ξ-direction at their 
point of intersection with Β γ, appear in the £,r?-plane tangent to the 
straight vertical 77-line, b\, the edge. 3 6 Among these are the lines φ — con­
stant and ψ = constant. Hence the edge bi is an envelope of streamlines 
and equipotential lines. The ^-direction, i.e., the C~-direction, is the excep­
tional direction at Bi. Assuming also dki/dsi 9^ 0, it can be shown (see 
similar proofs in a previous section) that the image of a line which has the 
^-direction at its intersection with Βχ, and in particular of a C~, must have 
a cusp at 6 1 . Since the images of the C~ are the straight horizontal £-lines, 
they return at the edge (see Fig. 130). For a C~-line 

and since άξ changes sign at an intersection with bi, the same must be true 

d(0 - a) = 
θ(θ - a) 

d^ 

y branch lin e 

φ * constan t 

Y*constant 

0 χ 

V 

edge.b, 

//ψ* constan t 

Ρ 

0' ζ 
F IG . 130. Branch line and edge. 
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ϊοτά(Θ — a) unless, exceptionally, 1 + a /Q' = 0; hence in general a C~ has 
an inflection point at its intersection with the Bx ,37 

Since the lines of constant speed and those of constant direction are 
lines η + ξ = constant and η — ξ = constant in the £,?7-plane, they intersect 
the vertical edge at ± 4 5 ° and thus are not tangent to it; therefore in the flow 
plane they have the exceptional direction at Bi. Hence, at each point of Bx, 
the C~, the line of constant speed and that of constant direction touch each 
other, while the streamlines and equipotential lines bisect the angles be­
tween Βχ and the inflection tangent of the C~~, and cross the branch line 
without singularity. 

I t also follows that at Βχ the direction of the vector grad q is perpendicu­
lar to the C-direction: dq/dsi = 0 (the same holds for the vector grad 0). 
I t is easily seen that in steady irrotational flow (also in three dimen­
sions) the direction of grad q coincides with that of dq/dt; hence at any 
point of Bi the acceleration vector is perpendicular to the C~-direction there. 
The acceleration at Bi is finite. In fact 

b = ~ = q^ = q2 sin a tan a (ki + k2). 
dt ds 

This is finite for fci = 0, k2 finite, and zero if k2 also vanishes. A point where 
ki = k2 = 0 is called a double branch point. 

A branch line has physical reality. In fact, its characteristic property of 
dividing two flow regions in which the same velocity q occurs for different r 
is in no way extraordinary. One and the same (single-valued) hodograph 
solution r = r(q), however, cannot represent such a flow; hence a series 
expansion of the hodograph solution must break down at the edge in the 
hodograph. 

Branch lines appear (and have been described by M . J. Lighthill and by 
Τ . M . Cherry 3 8 ) in flow in a symmetrical channel, which accelerates from 
zero velocity at one end to supersonic velocity at the other (see Sec. 25.1). 
For reasons of symmetry there is not one but two branch lines, Bi and B2, 
with images b\ (kY = 0) in the rj-direction, and b2 (k2 = 0) in the ^-direction. 
The image of their point of intersection is a sonic double branch point, h = 
k2 = 0. 

W e review the main properties of a branch line obtained here: Branch 
lines exist only in supersonic flow. A branch line Bi in the flow plane, k\(x, y) = 
0, is a C*-characteristic. At each point Ρ of B\, where k2 0, bk\/ds\ 0, 
the C~, the curve of constant speed, and that of constant direction through Ρ 
touch each other-, streamlines and potential lines bisect the angles between the 
B\ and the CT at Ρ which has there an inflection point. The acceleration is 
not infinite at Ρ and has the direction perpendicular to the C~. The image b\ 
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of Β ι , the edge, is a (vertical, straight) η-line. It is the envelope of streamlines 
and potential lines, and the images of all curves having the exceptional CT-di­
rection at their intersection with B\ have cusps on bi . 

We further review: In case of a limit line, the edge of the fold separates 
different sheets in the x,?/-plane; in case of a branch line, the separating edge 
is in the £,7?-plane. The £,??-plane in the vicinity of the critical curve in the 
first case, the x,y-p\&ne in the vicinity of the branch line in the second case, 
are each covered once, by hypothesis. The difference in properties found for 
limit line and edge (critical curve and branch line), which have analogous 
mathematical definitions, is due to the difference between the x,?/-plane and 
the £,7?-plane; the values of are directly related to the flow variables, 
the x,y are not. 

7. Final remarks 

(a) Conditions at the sonic line. As noted before, there is no analogue to 
the sonic limit line since D cannot tend toward infinity unless hi or h2 or 
both do so. However, at a = 90°, for a point to be a branch point, it is 
necessary that not only hi(h2) but also hi cos a (h2 cos a) tends to infinity; 
then h'i —-» 0 (/r2 —> 0) , φ$ —> °o (φη —> oo). A double branch point is charac­
terized by both ki and k2 being zero. This result may be added to the re­
sults established in Sec. 5 for the singularities at a = 90°. 

(b) Remarks on some particular solutions. The simplest example with a 
limit line, radial flow (Sec. 17.4), shows a sonic limit line, where some of 
the properties established for ordinary limit lines are modified. The spiral 
flow (Sec. 17.4) shows an ordinary limit line, hi = 0, with no cusps. In the 
next article, we shall find in a flow studied by Ringleb a limit line with two 
cusps. This flow features a double limit point at infinity and a sonic point 
of a straight streamline*. A limit line with a double limit point hi = h2 = 0, 
will likewise be found in the next article in the example of the compressible 
doublet (which likewise has a sonic limit point on a straight streamline). 

For a simple wave, j(x,y) = 0 in a two-dimensional region; the whole 
hodograph image reduces to one 77-line—in the case of a forward wave—and 
the transition to hodograph equations is not possible. Some features of the 
geometry of simple waves can be easily discussed from the present point 
of view. 

Consider a forward wave, Q — θ = 2ξ = constant, for which therefore 
d£ = 0 (we assume a ^ 0°, 90° for simplicity); Eqs. (14) then show that 
ki = 0, hi = 00 y and each cross-characteristic, C+, is a branch line ki = 0. 
The two-dimensional flow region is covered by these branch lines. On 
the other hand the straight characteristics, C~, have in general an en-

* Such a point has some particular features, based on άψ = 0, άθ = 0—and hence 
\f/q = 0, θφ = 0—on the straight streamline. 
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velope which is easily seen to have all the properties of a limit line £ 2 , al­
though there is no hodograph solution to serve as a starting point. Each 
straight characteristic C~ is simultaneously a line of constant speed and of 
constant direction and the C + , the streamlines, and the equipotentials are 
all cusped at the envelope. Along this limit line the Jacobian j(x,y) is 
indeterminate: fci = 0, k2 = =b <*>. 

(c) Remark on the (x,t)-problem. Branch lines and limit lines exist like­
wise in the one-dimensional nonsteady flow of an ideal fluid considered in 
Chapter I I I . Limit lines appear as envelopes of either family of character­
istics, and in particular as envelopes of the straight characteristics in simple 
waves. An example of a branch line was found in Sec. 12.5 and illustrated 
in Fig. 62. I t is the (u — a)-characteristic BD in the physical plane, which 
intersects the characteristics of the other family at their inflection points. 

The theory can be worked out along the lines of this article. The 
(u + a)-characteristics (i.e., the lines dx/dt = u + a) are the 77-lines and 
the (u — a)-characteristics the ξ-lines; we know that ν — u and ν + u re­
main constant along these ξ-lines and 77-lines, respectively. There are two 
types of limit lines, £ 1 and £ 2 , and of branch lines, B\ and # 2 . 3 9 

Article 20 

Chaplygin's Hodograph Method 

1. Separation of variables4 0 

In Art. 16 we derived the linear equations (16.32") for the stream function 
Y(q,d) in polytropic flow: 

(1) 
q V 2 a*J  dq* ^ \ 2 a.*/ dff* 

Following Chaplygin we now introduce, instead of q, a new variable r by 
setting 

2 ! 2 

(2) r = = * ~ 1 «-

The Bernoulli equation then takes the form 

(3) r + (j-) = 1 or a = o. ( l - r ) ! , 



330 IV. P L A N E STEADY P O T E N T I A L FLOW 

Ρ = (1 - τ ) 1 / ( - υ , V = P . U - τ Υ 1 ^ 

(30 . 1 2r ι Λτ2 1 " Λ " κ - 1 1 . 
Μ = - , 1 - Μ = - , rt = —— = ρ ; 

κ — 1 1 — τ 1 — τ κ -+- 1 Ar 
the subscripts β, m and Ζ in Eqs. (2 ) , (3 ) , (3 ' ) have their usual meaning. 
As q goes from 0 to qm , τ varies from 0 to 1; to the sonic value qt = at 

corresponds the above value rt which equals \ for κ = y = 1.4. The first-
order equations (16.31) become 

( 4 ) P ( r ) Tr = W ' Q ( T ) = 6 0 ' 

with 

«•) TO - ( , +

2 , ( ) : : T - 1 ) ( 1 -')"""""' C W - ? R = W 
and Eq. (1) becomes 

or, substituting from (4 ' ) and simplifying, we obtain 

00 4Λ. - , ) * + (.- £ i ,) + ,) £ - 0. 

I t is seen that the coefficient of dfy/d02 changes sign from positive to nega­
tive as r increases through rt . 

T o this last equation we apply the method of separation of variables, 
writing ψ(τ,θ) = Α (θ) Β (τ). Upon substitution one finds from well-known 
considerations that A"/A must equal a constant. If we put A"/A = — n2, 
we obtain, for η * 0, Α (θ) = Αη(θ) = aneind + βηβ~ίηθ = yn sin (ηθ + δη), 
with an , βη or γ η , δη as arbitrary constants. Following Chaplygin, 4 1 we set 

B(r) = UT) = r * " 2 / B ( r ) , 

so that 

( 6 ) φ(τ,θ) = ψ „ ( τ ) 4 „ ( ί ) = rn%(rKaneine + Λ β - ' " · ) . 

* This notation is used by several authors. The Q(T) of (4') has nothing to do with 
the angle Q(q) introduced in Art. 16. 

and since, with pa = 1 as before, (α/α 8 ) 2 = p*~\ the following relations 

hold: 
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This gives for ψη(τ), and finally for / n ( r ) , the equations 

(7) ~ 2 ' 

and 

<?') r ( l - , ) / . " + [ ( » + 1) - ( „ - ^j)r]/i + - 0. 

Equation (7' ) is a hypergeometric equation 

(7 " ) r ( l ~ τ ) / " + [cn - (α Λ + &„ + l ) r ] / ' - a n &n/ = 0, 

involving, however, only two parameters η and κ instead of the three 
parameters in (7"). 

A solution of (7" ) regular for τ = 0 is given by the hypergeometric func­
tion F(an, bn, cn ; r ) , whose Taylor expansion is 

*Y„ h * · ϊ - r ( c " } V Γ ( α η + ^ ) Γ ( 6 η + y ) / 
Γ ( α Λ ) Γ ( ο Λ ) v=o r ( c n + j>) j/ ! 

provided cn is not a negative integer or zero. 4 2 Hence we obtain the follow­
ing solution of (7) , called Chaplygin Function or Chaplygin solution: 

(8) 

Mr) = rnl2F[an ,bn ,n + l ;r] 

F ( a n , 6 n ) n + l , r ) - 1 + — — T + 2 1 ( λ + 1 ) ( w + 2 ) * + · " · 

Here η is arbitrary except that it must not be a negative integer. I t is easily 
seen that this series converges out to the singularity at r = 1, i.e., for r ^ 1; 
F is therefore an analytic function of τ which tends to 1 as r —̂  0.* Solutions 
of (7) corresponding to the exceptional values of η, \ η \ > 1, will not be of 
the form (8) (see Sec. 4 ) . For η = — 1 we see from (8) that either an or bn 

vanishes; in this case F = 1 satisfies (7 ' ) , and ψ-ι(τ) = r~* is still of the 
form (8). (See Sec. 3, and beginning of Sec. 4 ) . 

* Near τ = 1 the following expansion may be used in general: 

F ( o , 6 ,C ; t ) = F(a,6,c;l ) F(a,6,a + & - c + 1 ; 1 - t ) 

+ F(c - a,c - 6 ,c ; l ) ( l - τ)^α-ψ(ο - a,c - 6,c + 1 - a - b;l - τ ) . « 

This formula is used in Sec. 5. 
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It is well-known, and we mention it for later use, that the ordinary dif­
ferential equation of second order (7" ) has a second independent solution, 

T~nF(an — n,bn — η, 1 — η ;τ ) 

with the an and bn as in (8). Any solution of the equation (7') is a linear 
combination of these two particular solutions.* 

By use of the principle of superposition a solution of (5) more general 
than (6) is obtained in the form 

φ(τ,θ) = αθ + Σ Mr) (aneine + βηβ'ϊη9)Α 
(η) 

where the an , βη are arbitrary constants and ψη(τ) is given by (8). The range 
of η will have to be set in each case; also, when there are infinitely many 
terms, the convergence must be investigated. T o each term ψ(τ,0) = 
Αη(θ)ψη(τ), where Αη(θ) stands for yn sin (ηθ + δη), a potential φ(τ,θ) 
corresponds by (4) , namely, 

(60 φ(τ,θ) = <2(τ)φη'ίΑη(θ) άθ = φη(τ)ίΑη(θ) άθ. 

2. Relation to incompressible flow solutions 

We now want to relate these results to corresponding results for an in­
compressible flow. The passage to the limit from compressible flow to in­
compressible flow may be made by letting qm —> oo. From (2) and (3') it is 
seen that this corresponds for fixed q and 0 to r —> 0 and to Μ —> 0. If in 
(1) we let Μ —> 0, we obtain 

(9) q > ^ + ?* + qdA=0, 
q dq2 ^ ΘΘ2 H dq 

a Laplace equation in polar coordinates q, 0. The equation has the particular 
solutions qne±tne (for any n) , and also the solution (a + bd) (c + d log q), 
where a, 6, c, d are arbitrary constants. We want to find compressible flow 
solutions that reduce to solutions of (9) as qm —> 0 0 . Such solutions can be 
defined in many ways. The following is the correspondence proposed by 
Chaplygin. We consider qne±tnd and use the above-mentione$ fact that 
lim T^ 0 F(an,bn,cn ;r) = 1. We introduce now a reference speed qx , which 
will be kept constant when we let qm tend towards infinity. W e may as­
sume qi = 1 without loss of generality; if τ1 is the corresponding value of r, 

* Two independent solutions of (7) for η = 0 are 1 and flfi'1 dr. 
f We use here ψ(τ, θ) also for the sum of terms (6). The notation φη{τ) = φη is 

reserved for a solution of (7). 
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namely, τχ = l/qm
2, then (q/qi)2 = τ/τ1 or q = τ/τι . Hence, 

lim = lim (T-Y'2 = q", 
and 

1· ±i'n0 Ψη\τ) ±ίηθ η 
hm e — — = e q . 

We therefore decide to associate with each term qne±lne occurring in an 
incompressible flow solution the term [ ψ η ( τ ) / ι / ' η ( τ 1 ) ] 6 ± ι η β which satisfies (5 ' ) · 
I t is seen that in this correspondence the argument θ of q remains unchanged. 
If then the stream function of an incompressible flow is given in the form 

(10) φο = αθ + Σ qn(<*neine + βηβ'^), 
(η) 

we associate with it the ' 'corresponding" compressible flow 

(11) Ψ = αθ + Σ τ4̂  («neine + βηβ-ίηθ). 
( π ) ψηΚΤΐ) 

Before continuing we collect for reference solutions of (4) which corre­
spond to the previously mentioned solutions of (9 ) : 

(a) φο = ΑΘ, <p0 = - A log q 

(b) φο = Β log q, φο = ΒΘ 

(c) ψ0 = Cnqn sin (ηθ + δη), φο = —Cnqn cos (ηθ + δη); 

and correspondingly 

(a) ψ = Αθ, φ = Α ί Ρ " 1 dr 
JTJL 

(b) ψ = Β ί Q'1 dr, φ = Βθ 

(c) Ψ = Cn p£Lsin (ηθ+ δη), φ = - ~ Q c o s (ηθ + δη), 
Φη(τ±) η ψη(τ±) 

where ψη(τ) is given in (8) . Each of the last three solutions satisfies (4 ) . 4 4 

Solutions (a) and (b ) , which correspond to η = 0, are the source (sink) 
solution and the vortex solution of Sec. 17.4 respectively. 

W e now complete the explanation of Chaplygin's method. Consider the 
two first-order equations obtained from Eq. (16.31) in the limit of incom­
pressible flow: 
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From these, considered as Cauchy-Riemann equations, it is seen that φο + ίψο 

is an analytic function of (log q — id), hence of qe~x9 = qx — iqy = f. Chap­
lygin's method developed by him for the study of gaseous jets can then be 
described as follows. Suppose that an incompressible flow problem has been 
solved by the method of the complex potential. With ζ = χ + iy let w{z) 
be the complex potential, denote by dw/dz = f = qe~%e the complex velocity, 
and call Wo(f) = w{z) = <po(q,6) + ιψο^,θ) the hodograph potential. The 
transformation inverse to dw/dz = f (z), namely, ζ = ζ(ξ), exists provided 
that f ' ( z ) 9^ 0.* Next, in the neighborhood of a stagnation point ξ = 0—pro­
vided this is a regular point—expand Wo(f) into a Taylor series in ξ so that 

(13) φο = 4 Γ Σ Cnf nl = 4 Γ Σ Cnqne~ 

L n =0 J L * - 0 

4 denoting "imaginary part", and form the corresponding series 

(14) . - * - " ] . t 

L n - 0 ψη{τΐ) J 

The series (14) is, within its region of convergence, the stream function of 
a compressible flow and reduces to (13) as qm —> <x>. Following Chaplygin we 
then consider (14) as an (approximate) compressible flow solution of the 
problem whose incompressible flow solution is given by Wo = φο + ΐψο. 

W e have to keep in mind, however, that the solution (14) need not be the 
correct solution of the compressible flow problem. The fact that (14) re­
duces to (13) as qm —>oo (and therefore in the limit of incompressible flow 
satisfies both the differential equation and the given boundary conditions) 
does not imply that (14) satisfies these boundary conditions while qm is finite. 

The method, which as we shall see works without trouble in the case of 
the jet problem for which it was designed, meets great difficulties if applied 
to other boundary-value problems. 

Let us finally note that we are led to the same solutions ψη(τ) if (17.12) 
for the Legendre transform Φ, rather than the stream-function equation foi 
ψ, is used. We then obtain an equation with the same cn = η + 1, 
but an, bn instead of an , bn , where an' + W = η + 1/(κ — 1), an'bn = 
—n(n — 1)/2(κ — 1). Hence the hypergeometric functions appear again, 
however with different dependence of an, W on the parameters η and κ.45 

* In general the function ζ(ξ) as an inverse function is not single-valued. In the 
case of a multivalued solution z( f ) , the hodograph potential w 0 ( f ) will represent 
only one branch of the solution. 

t Note that for κ = — 1 this correspondence is not the same as that given in 
Sec. 17.6. 
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3. A flow with imbedded supersonic region 

In the remainder of this article we shall illustrate the above-explained 
correspondence principle by several applications. 

W e have already reconsidered the source and sink flows. In the present 
setup they correspond to η = 0. W e take next η = —I* and note that 
Eq. (70 is then satisfied by fn = 1. Hence we obtain the solution 

(15) ψ(τ,θ) = Ar~h sin 0, <ρ(τ,θ) = At~\l - r ) " 1 / u _ 1 ) cos 0, 

and, of course, a similar one with cos θ in ψ and sin 0 in φ. 
W e shall now study in some detail this simple exact solution, due to F. 

Ringleb, which will be found interesting from many aspects. 4 6 Using now q 
instead of τ we consider for k real the hodograph solution [satisfying Eqs. 
(16.31)] 

k k 
(16) ψ = - sin 0, φ = — cos 0 

Q PQ 
with 

where d(pq)/dq has been obtained from Eq. (8.5). W e find from Eq. (17.25') 

dx _ k ( cos 2Θ cos 2 θ\ dx _ _k sin 2Θ 
dg ~ Ρ \ qz a?q / ' θθ ρ q2 

dy = fc / sin 2Θ sin 2θ\ dy _ k cos 2Θ 
dq ~ p\ ~q* 2a2q / ' θθ ~ ~p q2 ' 

and, as may be verified by differentiation, 

(17) β-*Γ?«^+/β*1 
L P<I J«t pqzA 2Pq2 

where the constants are chosen for reasons of symmetry. I t is seen from (16) 
that the streamlines in the hodograph form a system of circles through the 
origin with centers on the g^-axis; their equation is 

(16') q = C sin Θ, (C > 0 ) . 

* Regarding the case η = 1, see p. 341. 
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(We make the restriction to C > 0, to avoid double covering of the physical 
plane.) This shows that for C ^ qm the maximum speed on each stream­
line equals C and is reached for 0 = 90°, while the maximum velocity equals 
qm for C > qm · If 0 is substituted from (16') into (17), a parametric repre­
sentation of the streamlines in the x,y-p\sme is obtained with q as parameter. 
Thus, if Τ = T(q) denotes the integral in (17), we obtain 

For comparison we consider the analogous incompressible flow, which 
can be derived by introducing ρ = p0 and a = oo in the preceding formulas, 
and obtain instead of (17) 

_ , cos 20 _ . sin 20 _ k 

where we now assume that k is positive. Or 
χ = r cos 20, y = r sin 20, φ = \/kpo(r — x); 

hence for the streamlines of the incompressible flow 

k 
r - χ = —- or 

C po 
? / = ά ( 2 * + έ ) · 

For various values of C the streamlines form a family of confocal parabolas 
in the physical plane and of circles in the hodograph (see Fig. 131). The 
streamline for C —> oo is the strip of the £-axis from χ = 0 to χ = + 00, 
and the flow may be considered as flow around this edge. The larger the val­
ues of C, the more nearly the parabolas approach the edge. The velocity 
has a constant value q on concentric circles about the origin, with radius 
equal to k/2p0q2. 

The compressible flow cannot be considered as flow around the edge since 
some streamlines will reach a limit line before completing the turn. T o find 
this line, <£, we compute from (16) d(<p,\l/)/d(q,e) = 0, using Eq. (17.27), and 
find 

( « • - ι ) ( « ) ' - ί ( * ) ' - ^ « · « ? . - . ) - a 
Hence the equation of the limit line in the hodograph, i.e., of the critical 
curve, is simply 

(18) cos0 = ± ^ 

thus consisting of two branches. Since we have assumed C > 0, we have 
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restricted ourselves to considering the hodograph solution in the upper 
half-plane qy ^ 0. The branch to the right (0 ^ θ ^ 90°) corresponds to 
the upper sign in (18), or θ = 90° - a, that to the left (90° ^ θ ^ 180°) 
to the lower sign in (18), or θ = 90° + a. We next compute θφ/θξ and 
3φ/3η which for a < 90° are equivalent to hi and h2, 

θφ k / . 
— = (sin Θ tan a + cos 0), 
d£ q 

δφ k , . Λ , λΝ 

— = (sin 0 tan a — cos 0), 
dr; q 

and see that on the branch where θ = 90° — α, βφ/θξ ^ 0 θφ/θη = 0, while 
for θ = 90° + α, d̂ /<9£ = 0, di^/dr; ^ 0. Hence the branch to the right 
is an /2 , that to the left an lx . The limit line in the hodograph is tangent 
to both the sonic circle and the maximum circle; in the polytropic case it is 
an ellipse (see the second Fig. 132 graphed for κ = y = 1.4). Combining 
(18) and (16') we find, for the polytropic case, 

ι 1 (i ο,2 κ — 1 _ as
2 κ — 1 

C 0 S M2 " q2 ~ ~ ~~2 C2 sin2 θ 2~' 

or 

(19) sin4 θ - K-±A sin2 0 + ^ = 0 , 

F I G . 131. Streamlines for incompressible flow around an edge. 
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F IG . 132. Ringleb flow in physical plane, and hodograph plane. 

as the relation between the constant C of a particular streamline and the 
inclination θ — θι of this streamline at the limit line. The analogous rela­
tion between C and q = qi is 

wo ? + 
Writing θι and qi in Eqs. (16') and (19) and solving we obtain 

(19") q, = C sin β,, sin2 θ, = K-±± ± i j / ( K + 1)* -

Hence the streamline corresponding to C reaches £ only if [(κ + 1)/4]2C2 ^ 
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a8 ; or with κ = 1.4, if C ^ |α β = 1.67αβ. I t is thus seen that limit singu­
larities occur only on streamlines for which 

(20) C^ia8. 

T o the smallest C-value, which equals f a e , corresponds sin2 θι = 
(κ + l ) / 4 = f, M, 1 = 4/(3 - JC) = 2.5, Ml = 1.58, qt = ( 2 / ν Τ + Ί ) α . = 
1.29 a, ; the largest M 2-value on this streamline is M m a x

2 = 16/(3 — κ)2 = 
^r, ^fm a x = M2 = 2.5. Equation (19") shows that those streamlines for 
which (20) holds with the inequality sign meet the limit line in the physical 
plane in four real points, symmetric in pairs with respect to the z-axis, the 
axis of symmetry; the general theory of Sec. 19.3 or direct computation 
shows that these are cusps of the streamlines (see first Fig. 132). 

The equation of the limit line in the z,y-plane is found in parametric form 
by replacing in (17), θ from Eq. (18) : 

(is') * - * + * ! · , y = ±kVZzJ. 
pq2M2 pq2M2 

This limit line is symmetric with respect to the z-axis. I t consists of two 
branches: one on the positive side of the z-axis, corresponding to the right 
branch in the hodograph, and one on the negative side, corresponding to 
the left one. Each branch has a cusp and then extends towards infinity. The 
Upper branch, £ 2 , goes from A to the cusp D and then to infinity; and the 
lower branch <£i is symmetric with respect to the z-axis. For Μ —> oo : 
cos θ = 0, a = 0, to which corresponds χ —> oo 9 y —•» oo ; there hi = A2 = 0. 
The point A of «£ on the z-axis is a sonic point: Μ = 1; it is the image of 
the two different hodograph points A[ and A '2 . We see that at both A[ and 
A2: ypq = 0, ψβ ^ 0 (see Art. 19.5). The point A in the physical plane is 
not a double limit point but the sonic point of an £ 2 and of an <£i which 
map (exceptionally) into the same point A. This point is also the sonic 
point of a straight streamline. The streamline direction at A coincides with 
that of the line of constant Θ. 

W e have seen that a limit line generally has cusps (Sec. 19.3) which play 
an important role. W e determine them now for this particular problem. 
Computing from (18'), dx/dq and dy/dq and equating both derivatives to 
zero, we obtain 

q2 = 2a - aq^, q = ^ — = 1.6a, cos θ = =fc - = ± 0.63, 
dq V o — κ q 

corresponding to the points D', D' in Fig. 132. 
Next we consider the curves of constant velocity. I t is seen from (17) 

that these curves are circles, as in the incompressible case, with centers on 
the z-axis but no longer concentric. Thus, in particular, the sonic line in the 
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physical plane is a circle. For the circle of velocity q, the abscissa of the 
center is k[T + (l/2pg 2)] and the radius is k/2pq, as in the incompressible 
case with ρ = p0 ; for q = qm , the center recedes towards infinity. 

From what precedes, it is seen that there are three types of stream­
lines in this example: 

(a) Streamlines on which the speed is entirely subsonic and which re­
semble the streamlines of the incompressible flow around the edge, such 
as streamline 1 in Fig. 132. 

(b) Smooth streamlines which are not entirely subsonic, such as stream­
lines 2 and 3. Their maximum Mach number, however, is less than 2.5. They 
have zero speed at infinity; the speed increases and becomes sonic when 
the streamlines enter the circle of constant sonic velocity; it reaches a maxi­
mum at the x-axis, and decreases again towards subsonic values. Their hodo­
graph intersects the sonic circle but remains entirely inside the limit line. 
The streamline 4 corresponding to M m a x = 2.5, separates the streamlines 
(b) from the next group. In the hodograph this streamline is tangent to the 
limit line, and in the physical plane it passes through the two symmetric 
cusps D and D of the limit line. A t these points it has infinite curvature. 

(c) Streamlines on which the value of the maximum velocity is greater 
than ^a8 (with corresponding maximum Mach number greater than 2.5); 
they have cusps at their intersections with the limit line. There are two 
types of such streamlines. The first, ( d ) , such as streamline 5 for instance, 
intersects the hodograph limit line at four points, which correspond to four 
cusps in the physical plane. Such a line actually has three parts; the first 
one (solid) extends in the hodograph from left to right through 0 ' , the sec­
ond one (dashed) is outside of the hodograph limit line and the third one 
(dotted) back inside. The corresponding parts are shown in the physical 
plane. The other type, (c 2 ) , e.g. streamline 7, intersects the hodograph limit 
line only twice and has accordingly two (symmetric) cusps. Streamline 6 
separates these two types. 

The group (b) gives an example of streamlines leading from subsonic to 
supersonic velocities and back again. This happens in a continuous way and 
without shock. We may consider any two streamlines of type (b) as walls 
of a channel; it is thus seen that passage through sonic speed in this type of 
channel flow is possible in isentropically accelerating and decelerating flow. 
This is an example of a smooth transonic flow.* (See also Sec. 25.3 ff. ) . 

4. Further comments and generalizations 

The solution (8), which holds for η ^ — 1, — 2, · · · , has the property 
that F is analytic and —> 1 as τ —> 0, and there is just one such solution of 

* ^The meeting of streamlines such as 1, 2, 3, 4 with the outer branch of the limit 
line is only apparent. 
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(7 ' ) in general. In the exceptional case η = — 1, there is, however, a second 
solution which has this property. W e may verify directly that 

/ = (1 - τ ) ' / ( * - 1 } 

satisfies (7 ' ) . Thus in addition to (15), 

(21) φ = Ar~\l - τ)κΚκ-ι) sin 0, φ = Ar~h ( l + T ) COS 0 

is one more solution corresponding t o n = — 1 . This solution has features 
quite similar to (15). The flow has again a limit line with two cusps. As in 
(15) there are in this flow smooth streamlines along which a subsonic flow 
becomes sonic, then supersonic, and decelerates again to subsonic velocities. 
The streamline which passes through the cusps separates the regular smooth 
streamlines from streamlines with cusps at the limit line. 

If in (15) and (21) we put Aqm = C, where C remains fixed as qm —> oo, 
it is seen that to these two compressible flows there corresponds the same incom­
pressible flow ψ = (C/q) sin 0, φ = (C/q) cos 0, discussed in Sec. 3. 

The two functions ψ-ι(τ) in (15) and (21) must each satisfy Eq. (7) for 
η = + 1 also. If we consider directly the case η = 1 we have from (8 ) , 
ai = 1, 6i = — 1/(κ — 1), and 

-ι 3/ 2 ι / 1 \  5/ 2 

ψ κ > K - 1 2 ! T
K - l V - l ) 3! 

= ^ [1 - (1 - τ ) " " - " ] . 

T h u s^ i ( r ) appears as the sum of two terms, which are respectively equal 
to the ψ_ι(τ) in (15) and (21 ) . 4 7 For the corresponding F(ai, h, 2 ; r ) : 

F ( ΐ , - ^ Τ ^ τ ) = K-=-± [τ" 1 - r - ' i l - r ) " * - 1 ' ] , 

and one may easily check that the expression to the right tends toward 
1 as r tends to zero. 

W e turn now to another example. The flow studied in detail in Sec. 3 has 
been considered as the compressible counterpart of incompressible flow 
around an edge, i.e., a " corner" of 0° opening. I t is natural to try to gen­
eralize in a similar way the well-known incompressible flow around a convex 
corner (see Fig. 133). I t is known that the hodograph streamlines corre­
sponding to the incompressible flow around a corner of angle 360° — a are a 
family of lemniscates (actually one loop of each lemniscate), all within the 
angle a — 180°; their common tangents form the hodograph streamline ψ = 
0, which is the image of the two legs of the angle in the flow plane. These 
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lemniscates play the role of the circles in the edge flow. Compressible coun­
terparts of these and similar flows may be constructed by means of the 
method considered in this article. A few results are the following. 

The principal features regarding the limit line, etc., remain unchanged. 
Consider, e.g., a — 270° (see Fig. 134). The limit line in the physical plane 

F I G . 133. Incompressible flow around a 90° corner. 

F I G . 134. Compressible flow around a 90° corner. 
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has again two cusps. There is again one well-defined streamline, S (the ana­
logue of streamline 4 in the edge flow), which separates the smooth 
streamlines (b) which do not meet the limit line at all from those streamlines 
(c) which feature two or four cusps (one on each of the four branches of 
the limit line). The sonic line is now no longer a circle but resembles a loop 
of a lemniscate. 

Consider now the complex potential w of the incompressible flow: 

m . —id m—1 

w = ζ , f = qe = mz 

We eliminate ζ and obtain, with A = m ~ m / ( m _ 1 ) , 
A . m/ (m- l ) Λ m/ (m- l ) / 7Π . . ΎΠ λ 

w = Αξ = Aq ' ( cos 0 — % sin 0 1. 
\ m — 1 m — I / 

In this notation the Ringleb flow corresponds to m = §, and the flow of the 
last example torn = f. Let m be between J and 1; the incompressible flow 
is a flow around a convex corner of angle β = 2π — α, a = π/τη (in radians); 
the angle α is between 2π and π, and β between 0 (Ringleb flow) and π.' 

T o the incompressible stream function 
. A m/ (m- l ) - m η Λ » / ( « — « ) · ^ Λ 

= Aq sin 0 = Aq sin 0 
m — 1 π — α 

corresponds, in general, the compressible flow 

(8') ψ = Ag x / ( T - a ) F(a ,6 ,c ; r ) sin 

48 

π — a 

Here π/(π — a) stands for the η of Eq. (8) and we have 

a + b = η = -
κ — 1 π — α κ — I 

(8 ) α6 = η(η + 1) = - — 
2 κ — 1 Ζ(κ — 1) (π — ay 

2π — α 
c = η + 1 = . 

τ — α 

If here the angle a is of the form 

a = ^ ^ T T (p = 1 .2 .3 . · . ) 
ρ + 1 

(as, e.g., the angle α = 270° of Fig. 134) then c = (2ττ - α)/(ιτ - a ) = - p , 
i.e a negative integer; it is thus seen that with β = 2π — α, for β-values 
such as β = π/2, 2π/3, 3π/4, etc., a solution, φ, of the preceding form (8 ; ) 
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does not exist and another expansion must be used.4 9 The exceptional case 
a = 270° of Fig. 134 has been computed explicitly. 5 0 

For angles not of the above form, e.g., for ail angles β < 90°, the above 
solution exists; in particular for 5 1 β = 60°, c = —\,n= — |, and for 5 2 β = 
46.8° the solutions have been studied in detail. In the last case the infinite 
hypergeometric series reduces to a polynomial of degree four. These cases 
show no new feature compared with the cases β = 0°, 90° above (Figs. 132 and 
134). 

The examples of the last two sections can be adapted to general elastic 
fluids. The restriction to polytropic flow (with the value of κ taken as 1.4 in 
computations) is made in order to obtain concrete results for the most im­
portant case. Each of these particular solutions can be regarded a pos­
teriori as a solution of a boundary-value problem, e.g., by considering in 
each case certain streamlines as fixed boundaries of the flow. 

5. Compressible doublet 

We pass now to an example that is distinguished by a particularly in­
teresting limit line. With the notation of p. 343 we consider the case m = 
— 1, η = i.e., we consider a compressible analogue of the doublet™. Here 

/r»o\ 1 dw -ΐθ 1 . i . θ 
(22) w = - - , f = - = qe = - 2 , 4>o = ? ! sin - . 

The corresponding compressible stream function (for κ = 1.4) is, accord­
ing to (8) , 

VqMTlF (α,6, | ; τ ) sin - = \ZqMTkf(j) s i n - , 

1 _ 1 _ _ 9 h _ _ 3 _ 15 
2 κ - 1 " ' a ° ~ 8(κ - 1) " ϊ ϋ · 

Fo r/ ( τ ) one has the expansion 

/ ( r ) = 1 - f τ + f W r 2 

This converges uniformly for τ ^ 1. Near τ = 1 an expansion in 1 — τ may 
be used (see footnote p. 331). 

Corresponding to this ψ the φ may be determined; the coordinates χ, y 
are then given by (17.250· If r is used instead of q and (30 is noted, the 
formulas (17.250 are replaced by 

(23) 

Φ = 

a + b = 
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9 r o V r - ^ = ^ c o s 0 - ^ ( l - r ) - " < ' - " s ine 
or οτ στ 

and three similar ones. Integration gives 

Vq~m r , / 4 ( l - r ) , / ( - ' > χ = 2 r/ ' ( r ) ( cos | - \ cos | ) + / cos θ-, 

(24) 

r , , 4 ( l - r ) " 1 - 1 ' j , = 2r/' ( r ) (s in | - ί sin | ) + / sin |. 

We shall now discuss the singularities of this transformation. There is 
no branch line. Indeed it is seen from (23) and from the fact that both / 
and/' are finite, that neither θψ/dq nor θψ/θθ can become infinite except at 
the point q = 0 for which χ —> oo and y —> <*>; this is an isolated branch 
point. 

The limit singularities are here of some interest (see Sec. 19.4). From (23) 

characteristic 

D 

F IG . 135. Limit line for compressible doublet flow. 
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we compute q (θψ/dg) dz \/M2 — 1 (θψ/θθ), which are essentially the same 
as θψ/θη and 3ψ/3ξ. This gives 

This line in the hodograph, the critical curve, has a double point d for 
θ = 180°, where 1 + 4τ/'// = 0, i.e., r ^ 0.45. A t this point both 3φ/3£ = 0 
and 3ψ/3η = 0; consequently hi = h2 = 0, and, by (19.7), dhi/θη = 
3h2/3£ = 0. Next we compute at the double point the second derivatives 
of φ and find that 32<p/3q = 32φ/3θ2 = 0, d2<p/dqdd ̂  0. From this we 
conclude as at the end of Sec. 19.4 that the point is an extremum for ψ 
and a saddle point for φ: no streamline, ψ = constant, passes through this 
point; the streamlines encircle it (see Fig. 128). 

The critical curve is a double loop curve touching the sonic circle at 
θ = 0° and the maximum speed circle at θ = 180° (see Fig. 135). The first 
of these two points is the sonic point of a straight streamline (similar to 
point A in the Ringleb flow). 

In the physical plane the limit line consists of the lines hi = 0 and h2 = 0, 
which are both cusped at their common point Z). The cusp tangents at D 
have characteristic directions. In the neighborhood of D the flow is confined 
to the obtuse angle (covered four times) above the cusps. This is an interest­
ing example of a limit point of higher order, hi = h2 = 0, where the critical 
curves intersect. 

6. Subsonic jet 

We turn now to the consideration of a boundary-value problem: Chaply­
g in^ method applied to a subsonic jet.* The problem of a gas escaping 
through a slit between plane walls adapts itself particularly well to Chaply-
gin's method (Sec. 2) , since this is essentially a problem in the hodograph 
plane. 6 4 Here the shape of the escaping fluid is not known beforehand: the 
boundaries of the jet are/ree boundaries. Since the flow is assumed steady, 
the boundaries, both fixed walls and free boundaries, do not change in time 
and are streamlines. Hence along the boundary, ψ must be piecewise 
constant. Along a straight wall the angle θ is a given constant; hence the 
hodograph image of such a line is radial through O' with known slope. 

* See also comments in Sec. 15.2. 

(25) 

or 
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Along a free boundary the pressure is constant. The influence of gravity 
and other external forces being neglected, it follows from Bernoulli's equa­
tion, in either the incompressible or compressible case, that on a free bound­
ary surface the velocity has some constant value, say qi . Thus, the free 
streamlines are mapped onto arcs of circles about 0' of radius qi. Hence, 
for such a problem we know the boundary and the boundary values in the 
hodograph for the incompressible as well as for the compressible case; these 
boundary conditions coincide if the shape of the vessel, the total flux 
through the orifice and speed at the jet boundary are the same in the two 
cases. 

The particular jet problem considered by Chaplygin is shown in the figure 
(see Fig. 136). There is a particularly simple disposition of walls, in which 
the vertical wall A Β is a continuation of AB. The distance Β Β = 2α is given. 
We assume that the half plane to the left of ABBA is filled with fluid; the 
flow starts with zero velocity at infinity to the left and converges to a paral­
lel jet, with constant velocity qx on the free boundaries of the jet, which are 
streamlines. Along the horizontal center streamline we take φ = 0; and 
φ = φι, say, along ABC while φ = —φι along ABC. 

The boundary ABC is mapped onto A'B'C in the hodograph plane and 
the same holds for ABC and A'B'C. All streamlines in the hodograph go 
from A' to C. Along B'C'B' the velocity q equals qi . 

F IG . 136. Chaplygin's subsonic jet. 
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In this problem the method of Helmholtz-Kirchhoff-Joukowski furnishes di­
rectly what we need for the application of Chaplygin1 s method, namely the (in­
compressible) hodograph potential Wo(£). The method can be applied to much 
more general data than the ones considered here. In our case the result is 
simple and well-known. The formula which gives WQ in terms of f is 

Wo = φο + ίψο = ~ - l og^ (1 - A 
(26) ^ 

= ? log 2f - « log (1 - f 2 ) = 9. ( l o g 2f + Σ ̂ ) · 
π π π \ i n / 

Here Q = 2^i denotes the flux through the slit, per second, and the velo­
city on the free boundaries BC and EC has been put equal to unity: qi 
= 1. The expansion in (26) is valid for | f | < 1. The value of Q is connec­
ted with the asymptotic width, 2b, of the jet: Q = 2bp0qi = 2bpo in the incom­
pressible case. From (26) 

( 2 7 ) 0/ . . . - * 
φο 

= --(θ+ Σ^8 ίη2ηΛ 

= 9. f l og 2? + Σ — cos 2ηθ\ 
π \ i n / 

0.745 -

1 

0.745 -

1 

(-) -
/ 

IT 
7Γ + 2 1 

! 
r t«O.I6 7 | 

Μ 
Ό 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 

Τι 

F IG . 137. Contraction ratio b/a versus η . 
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We see that for θ = Ο,ψο = 0. For q = qi = 1, 0 0, the series 

Σ 9 · ο Λ sin 2ηθ π 
± - sin 2ηθ = 2^ = db - - 0. ι η ι η 2 

Hence if 0 > 0, ψ0 = -(QM (0 + (π/2) - 0) = -Q/2 on f iC , while if 
(9 < ο_,φ0 = -(QM (0 - (π/2) - 0) = Q/2 on BC, as it should be. On AB 
and ^45, for 0 = Τττ/2, the sum of the series is zero; hence on ΑΒ,ψ0 = 
Q/2, on AB, ψο = —Q/2. Thus the boundary conditions are satisfied. 

Now consider the compressible jet. The velocity q will still be constant on 
the free boundaries; we call it qi and assume it equal to one, η = l/# m

2 . Ac­
cording to the rule of Sec. 2 we then form 

(28) * = rin2nel. 

π L i n ψη(τι) J 

We remember and may check that for qm —» oo ( n —> 0) this reduces to the 
ψο of (27). Chaplygin has proved that the above converges together with 
all its necessary derivatives if q < qi < qt, i.e., τ < η < Moreover, as 
we have seen, (28) satisfies the boundary conditions exactly. In fact for 0 = 
±π/2, φ = =F(?/2; for τ = τι , i.e., for q = q\ , the right side of (28) is 
exactly the same as the right side of (27) for q = 1. Hence, indeed, along 
ABC, ψ = Q/2, and along ABC, ψ = -Q/2. Therefore (28) is the exact 
solution of the subsonic jet problem. 

The velocity potential φ corresponding to ψ in (28) can be determined as 
previously explained; then χ and y are obtained as infinite series in r and 0; 
each series contains the flux Q as a factor. The final aim is the velocity 
distribution throughout the field of flow, i.e., r,0 in terms of x,y. Since 
the problem is subsonic, there are no singularities of branch or limit type; 
the numerical computation, however, becomes very involved. 

Some typical questions of jet flow can be dealt with directly by means 
of the hodograph solution. Such a question is—as in the incompressible 
case—to find the form of the jet (i.e., the shape of the free streamlines) and. 
in particular, its asymptotic width. If we call the asymptotic width 2b (see 
Fig. 136), while 2a is the given width of the slit, we wish to find λ = b/a. 
Since we know χ and y in terms of τ and 0, we can find the values of χ and 
y on the jet boundary, i.e. for r = τχ . In particular the expression for y is 
of the form: y/Q equal to a known function of τλ, θ, and Q is proportional to 
2b. Now as 2a is the width of the slit, the value of y on the jet boundary, 
for 0 = π/2, is equal to —a; hence one obtains λ in terms of τι (see Fig. 
137 which corresponds to κ = 1.4). In the incompressible case, i.e. for η —* 
0, the value of λ has been found by Kirchhoff: λ = π/(π + 2) = 0.611. The 
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other extreme appears for η = 0.167 (sonic value), for which λ = 0.745. 
The values of λ for various τ\, were computed by Chaplygin. 

The method of this section is applicable to more general steady-flow jet 
problems as long as the speed q on the free streamlines is everywhere below 
the sonic speed. In terms of pressure, this will be so if the outside pressure 
Pi in the receiver is higher than the "critical" pressure corresponding to 
Μ = 1. If pi is lower than the critical pressure, the jet is wholly or partly 
supersonic, and the Chaplygin method does not apply. 5 5 



CHAPTER V 

INTEGRATION THEORY AND SHOCKS 

Article 21 

Development of Chaplygin's Method 

1. The problem 

In this article we shall describe two different approaches aimed at obtain­
ing solutions of certain boundary-value problems. The jet problem of the 
preceding section was a boundary problem that could be solved exactly. 
The main reason for this was that the boundary conditions appeared in a 
natural way in the hodograph plane; in addition, the problem dealt with 
was entirely subsonic. 

In the important problems of flow past a body and of channel flow, the 
boundary conditions are given in the physical plane and therefore the ap­
plication of the hodograph method to these problems meets with great 
difficulties. In the first part of the present article we shall discuss methods 
due mainly to M . J. Lighthill. The work of Τ . M . Cherry is independent 
of that of Lighthill; it goes in the same direction and in certain respects 
further. However, it does not seem appropriate to discuss here both Light-
hilPs and Cherry's work, and the latter is somewhat more difficult to 
present in a small space. The second part of the article will deal with S. 
Bergman's method and some of his results. We shall also point out the 
mathematical relation between the two approaches. 

In Sees. 20.1 and 20.2 Chaplygin's method for the construction of com­
pressible flows was described. A compressible flow was constructed cor­
responding to an incompressible flow, according to definite rules. In the 
problem of flow past an obstacle the application of Chaplygin's method runs 
as follows. First, we attempt to determine the complex potential w(z) = 
<p(%, y) + y) of the given boundary-value problem for incompressible 
flow. Then, with dw/dz = qx — iqy = qe~lB = f, the complex potential 
w{z) is expressed as a function of f, namely, w(z) = Wo( f ) = <Po(q, Θ) 
+ i\pv{q, Θ). As explained in Sec. 2 of the preceding article Wo( f ) is next ex­
panded into a Taylor series in the neighborhood of a stagnation point f = 0, 
and using r = q2/qn? we associate with the incompressible \po(q, Θ) a com­
pressible stream function ψ(τ, θ) by means of the rule contained in Eqs. 

351 
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(20.10) and (20.11); we accept this ψ(τ, θ) as an approximate solution of the 
original boundary-value problem on the basis of the fact that ^ ( τ , Θ) tends 
to ψ0(ς1 θ) as qm —» 00. 

Two basic difficulties regarding this conception are immediately recog.-
nized. First, there is no reason to assume that ψ(τ,θ), if reverted to the 
physical plane, will satisfy the original boundary conditions for Μ > 0. 
The streamline in the z,?/-plane which in the compressible flow corre­
sponds to the given contour, for which we have solved the incompressible 
problem, will not coincide with this contour; its shape will depend on a 
(dimensionless) parameter, e.g. on η , the "ve loc i ty" of the undisturbed 
flow. W e shall have to be satisfied if, for a certain range of values of η , 
this curve is close to the given contour. 

W e may also look at this difficulty from the following point of view. We 
are unable to find a solution which satisfies both the equations of motion 
and the given boundary conditions. In the approach just mentioned, we 
satisfy the differential equations exactly and the boundary conditions ap­
proximately.* Another possibility, well known in applications, is to try to 
satisfy the boundary conditions exactly and the differential equations only 
approximately. This is the approach of methods in which simplified differ­
ential equations in the physical plane are substituted for the exact equa­
tions. (If these equations are linear, then the boundary-value problem can 
be solved in many cases, at least in principle.) 

Second, the construction of ψ{τβ) clearly works only in a region of 
convergence of both ypoiqft) and ψ(τ,θ). Since the incompressible flow has a 
singularity in the hodograph, the Taylor expansion of wQ(£) (about a cer­
tain stagnation point) will have a limited circle of convergence; a separate 
power series is required for each region of convergence. These series must 
be analytic continuations of each other across the boundaries of these re­
gions, and we assume here that this problem in the theory of functions 
can be solved. However, even if such a solution of the incompressible flow 
problem has been found and we associate with these series the correspond­
ing Chaplygin series, as in Eqs. (20.10) and (20.11), it cannot be asserted 
that the latter need be analytic continuations of each other, and we shall 
see that actually they are not (Sec. 3) . 

The developments which we shall discuss in this article concern only this 
second difficulty, for which decisive results have been obtained. The first 
difficulty is not tackled in any of them. This holds for the investigations of 
Cherry, Lighthill, and others working in a similar direction, as well as for 
those of Bergman and his collaborators. 

W e shall present in the following three sections Lighthill's method and 
main result. In so doing it seems useful, after some preparatory work to be 

* This applies even for the simplified approach discussed in Sees. 17.5 and 17.6. 
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given in the next section, to start with the consideration of a concrete ex­
ample, namely the compressible circulation-free flow about a circular cylin­
der, and to explain the principle of the solution and the essential difficulties 
encountered, without going into too many mathematical details. The 
study of this problem, which involves supersonic as well as subsonic veloci­
ties, will thus contribute to an understanding of the general situation. The 
solution presented in the example is based throughout on series expansions 
of the (incompressible) hodograph potential Wo( f ) . This could be avoided in 
the subsonic region (see Sec. 4 ) , but for the continuation to supersonic 
speeds one has at any rate to start from the series expansion of the hod­
ograph potential. 

A general solution for the subsonic region will then be discussed in 
Sec. 4. 1 However, we do not enter into an explanation of the general pro­
cedure recommended by Lighthill in the case of supersonic velocities. 

2. Replacement of Chaplygin's factor [ψη ( τ ι ) ] 1 

We refer to Eqs. (20.13) and (20.14) with ψη(τ) given by Eq. (20.8). 
For r = η , the right side of Eq. (20.14) coincides with that of Eq. (20.13) 
with q = 1, where q = qi = 1 is the velocity at infinity and η = l/qm

2. 
We have indicated earlier that if we start with one branch of the compres­
sible flow ^ ( r ,0 ) , the main problem is to find its continuation over the 
desired region. Lighthill noticed that for this purpose Chaplygin's factor 
[ ^ n ( r i ) ] _ 1 is inappropriate (leading to avoidable complications) and re­
placed it by another factor which retains the essential properties of the 
former and is better adapted to the problem of continuation. What are 
these properties? We have seen that 

lim ψηΜ/ψηΜ = qn, 

and require accordingly, /(n, n) denoting the factor in question, that 
/ \ n/2 

(1) lim ψη(τ)/(η,τι) = lim ( - ) = qn, 

i.e., that/(n, τι) should behave like τ ι ~ η / 2 as qm —> oo. A second require­
ment is that 

(2) φ = g [Σ ^ » ( r ) / ( n , τ ι ) β - < η * ] , 

which replaces Eq. (20.14), should have the same circle of convergence as 
the original f-series expansion (20.13) about f = 0; and in fact should 
exhibit for τ = τ\ , a behavior similar to that of (20.13) for q = 1. 

T o arrive at an appropriate normalizing factor /(η, τι) we introduce in-
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(3 ' ) 

tanh" 

We shall use the variable 

(4) 8 = λ + σ, 

where σ is a constant defined by the requirement that s log (q/qm) for 
small r, i.e. 

e2* e 2 X 

(5) lim — = 1 or lim — = e~2a. 
τ-*·0 Τ Τ 

This gives with κ = y = 1.4 and ft2 = r " 1 = 6, 

σ = - f t tanh" 1 J - J log (ft2 - 1) + log 2 = -1.17. 
ft Δ 

I t is seen that s —> — oo, as r —> 0, Μ —> 0. As r increases from 0 to rt, 
s increases from — oo to σ = —1.17. 

With s (or λ) as an independent variable the stream-function equation 
(20.5) is transformed to 

(6) ^t + ^t = T ^ 
W ds2 ^ ΘΘ2 oV 

where Τ is a function of s (or r or g ) , namely, 2 

Τ = - Ρ d / V l - M2\ 
V l - M2 ds \ ρ / ' 

If we apply to Eq. (6) the separation of variables ψ = ^n(s)en\ we obtain 

( 6 ' , λ _ ^ _ γ * 

an equation which will be used later. 
In order to obtain an equation with a term containing φ rather than 

stead of r, the new variable, λ, the same as that in (17.17), defined by 
dX/dg = Λ /1 ~ M2/q] it leads to a normal form of the second-order 
equation for ^ (g , 0). In terms of τ we have 

( s ) dX = dX/dg = V l - M2 qj = V l - Μ 2
 = Jl_ / l - r / n 

V ; dr dr/dg g 2g 2r 2 r f l - τ ' 

We chose the limits of the integral so that X = 0 for r = r* : 
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d\p/ds as in Eq. (6), the dependent variable is changed by putting 

(7) φ = ν(τ)ψ*. 

An elementary computation gives 

»> +  %  + 

where, with a prime denoting differentiation with respect to s, 

2V' V" 2V'2 

(9) — = Τ , F = — - —— 

« ' - 0 - 4 γ - [ ^ Τ - ( - 5 Γ · · 
The equation corresponding to Eq. (6') is then 

w 
ds2 

. * 

d ψη 2 , * , Γ . * Λ 

which suggests that asymptotically for large | η |, ψη ~ en8. This, together 
with Eq. (7), makes somewhat plausible the following result (which we give 
without proof). The function ψη(τ) is asymptotically equal to ensV{r), as 
I η I —> oo, for subsonic r (negative integers η excluded); or, more precisely, 

(10) φη(τ) = V(r)en [•+o(0] 
as I η I —> oo , uniformly for 0 ^ r ^ r t — e, for complex η and | η + m | ̂  δ 
for all positive integers m (δ, € arbitrarily small positive numbers). 

W e can now see that for η < τ< a simple and appropriate normalizing 
factor is 

(11) /(n, n ) = e " n s i , where β ι = β ( η ) . 3 

In fact, from the asymptotic equality of e28 and r for small r, as expressed 
in Eq. (5) , we see that e~8 behaves like n - * in the limit η —> 0, as 
was intended. Also it follows from Eq. (10) that the general term of 
the series in Eq. (2) will behave for large η like F ( r ) c n e n ( s - S l - t 0 ) and for 
r = η , s = Si , this is indeed a behavior similar to that of the general 
term in Eq. (20.13) for q = 1. 

3. Flow around a circular cylinder 

T o gain insight into the problem of flow around an obstacle, we consider 
here what is probably the simplest profile, the circle.4 We shall give the 

* Note that VA = A" - 1 , where Κ was introduced in (17.24')· 
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y 

4 
F IG . 138. Flow past circular cylinder. 

main line of procedure and refer the reader for details to the literature that 
will be quoted.* 

Let the radius of the circle be equal to one, let, as before, q„ = qx = 1, 
and the corresponding η be subsonic. The complex potential w(z) of the 
incompressible flow is well known: 

/ \ , 1 . dw -χβ 1 1 
w(z) =z + -> f = - τ - = qe = 1 - - 2 , ζ = (1 - f ) 

(12) z dz zl 

w(z) = wo(t) = (1 - f ) * + (1 - i T * . 

Consider the upper half of the z-plane. I t is seen (Fig. 138) that the #-axis 
from point 5 to oo and from - co to 1 is mapped onto the cut between 
f = 0 and f = 1; the image of the profile streamline 1 2 3 4 5 appears in 
the hodograph as the circle of center qx = 1, qy = 0 through the origin, 
and a few more streamlines are sketched roughly indicating how the flow 
region in the upper z-plane outside the obstacle is mapped onto the inside 
of the circle in the g x,g y-plane. 

The expansion of w 0 ( f ) must be made separately for | ξ \ < 1 and | f | > 1. 
The line | f | = 1 is an arc of circle in the hodograph plane, and its image 
11 — 1/z21 = 1, or x2 — y2 = |, separates the flow region above the x-axis 

* The example of this section requires only some idea of analytic continuation and 
the residue theorem. 
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into three regions Ri, R2, Rz, with corresponding images in the hodo­
graph. 

Expanding for | f | < 1 we must take ζ = + (1 — f ) _ i in Ri and ζ = 
— (1 — f ) ~ * in Rz (then for f = 0 we obtain ζ = 1 in Rx and 2 = —1 in 
Rz); for I Π > 1, ζ = i Γ * (1 - 1/f)"* in β 2 . 

For the regions Ri, β 2 , ft we then obtain the expansions 

Ml 

(13) 
w 2 

= Σ ( » - 1 )Γ (η - I ) ζ 
Γ ( 5 ) »_o η ! 

= ^ Σ (η + Ί ) Γ ( » - I ) 

I (i) n=o n ! 

If we consider also the lower part of the 2-plane, namely, y < 0, the regions 
Ri and Rz are continued symmetrically below the x-axis, and we denote 
by Ri the region symmetric to R2. The hodograph image of this lower 
part covers a second time the same hodograph circle as in Fig. 138 and is 
not shown. The formulas (13) remain correct and we have to add the for­
mula 

(130 = -u>2. 

One may verify that each of the four series is the analytic continuation of 
its two neighbors. This expansion into series of w(z) = tA>(f) is the first 
step. 

Next we seek a corresponding compressible flow and begin by construct­
ing the series W\ and W2, corresponding to Wi and w2, according to Eqs. 
(2) and (11), 

(14) WX = * Σ ( N - 1 ) F
T

( N " ^ Ur)e-^+i°\ 
1 ν2/ N = ° ^ ' 

(15) W2 = ' Σ ( N + " ) Γ , ( Η " h ) t U r ) e ( n - ^ + m . 
r ( J ) n=o nl 

We shall see immediately that W2 is not the analytic continuation of Wi 
and that it can never be so, no matter how/(n, n ) might have been chosen. 
T o find the continuation of Wi for r > ri is a mathematical problem which 
can be approached in various ways. A comparatively simple solution (see 
Note 4) is based on a generalization of the representation of the hyper-
geometric function F(a, b, c; x) by a "Barnes Integral". 

T o explain this idea we first return for a moment to the incompressible 
flow problem. Denote by Β the integral 5 

e- S f fa ! C ( ' - 1 ) r < ' - * ) r < - ' ) ( - f ) ' * 
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lc 

F IG . 139. Integration paths used in connection with Barnes integral. 

along the path C in the complex y-plane indicated in Fig. 139. W e then 
apply the residue theorem to the above integral taken around an appro­
priate closed circuit (/) to the right of the imaginary axis, such as the one 
indicated in the figure. We use the fact that Γ(*>) has simple poles at 
ν = —n, ft = 0, 1, 2, · · · with residues ( — l)n/n\. Then the poles of 
(ν — 1)Γ( — J >), which are at ft = 0, 2, 3, · · · are inside (/) and those of 

— which are at J — η, η = 0, 1, 2, · · · are outside (/). I t can be 
shown that, as | ν \ —> <χ>, q < 1, the integral around the semicircle to the 
right converges to zero and therefore —B equals the limit of the sum of the 
residues at the poles which are inside (/), or 

( 1 3 " } B = f k ) £ i n - 1 ) T i n - h ) % ' I f l < 1 -

The series to the right in Eq. (13" ) is identical with the expansion (13) of 
Wi . In this way W\ is now expressed by the integral B, and we can use this 
representation to find the continuation of wx for | ξ \ > 1. We shall now 
explain this main point directly for the compressible flow problem. 

If, with f = qe~l\ we replace, according to Eqs. (2) and (11), qn by 
ψη(τ)β~η81, we are led to consider, instead of B, the integral 

^ Λ + 100 

(16) Β' = ^-±φ („ - 1 ) Γ ( ν - £ ) r ( - „ ) ( - l ) V , ( r ) e - ' ( " + W ) dv 

along the same path C as in Fig. 139. We now apply the residue theorem to 
the integrand in (16) and the circuit (/). W e find that for r < r i , (corre­
sponding to q < 1) — Bf equals the limit of the sum of the residues of the 
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integrand at ν = 0,2,3, · · · and that this sum is exactly the series W\ . T o 
find then the analytic continuation we integrate around the closed circuit 
( i 7 ) (indicated in the figure) to the left, where for | ^ ) —> oo and τ > τ ι , the 
integral around the left semicircle tends to zero. Inside this circuit are now 
not only the poles of T(v — \), but also those of ψΛτ), considered as a function 
of ν for fixed τ (0 < r < 1). The former are at \ — η (η = 0, 1, 2, · · · ) 
and the limit of the corresponding sum of the residues equals W2 if θ is 
negative and — W2 if θ is positive.* The (simple) poles of φ9(τ) are at — η 
(η = 2, 3, · · ·)> with residues p n = —ηΟηψη(τ) where Cn depends on the 
constants an , bn , introduced in Eq. (20.8) f. [We note that/(n, n) = e~nsi 

does not contribute additional poles and corresponding residues as Chaply-
gin's original [ ^ n ( n ) ] 1 would. 6] The limit of the sum of the residues at 
these poles is equal to a series — L, where 

£ = J r v Σ ( - ΐ Γ + 1 Γ ( η + 2 ) Γ ( - η - | ) C ^ „ ( r ) e n ( " + , e ) 

(17) Γ ( 5 ) " = 2
 + 1 

n=2 1 · 3 · 5 · · · (2n + 1) 

Hence, the analytic continuation of W\ in the region corresponding to 
R2 is W2 — L and we recognize that Eq. (15) alone could not give the de­
sired continuation since the W2 in (15) does not take care of all relevant 
poles. N o matter what our choice of /(n, r i ) , the poles of ψη(τ)—as a func­
tion of η—must be taken into consideration. In a similar way we obtain 
— Wi — 2L and — W2 — L in the regions corresponding to Rz and # 4 -

This solution is not symmetric about the ?/-axis. We obtain a symmetric 
solution if we take Wi + L as the solution in Ri ; it can be seen that L —> 0 
as qm —> °o, as we expect. The whole solution in the regions Ri, R2, # 3 , 
R4 is then: 

(18) Wi + L, Wi9 —Wi — L, —W2. 

The continuation of — W2 into the first region is again W\ + L, demonstrat­
ing that ψ is single-valued in the physical plane. 

By means of asymptotic estimates of | ψη(τ) \ such as (10), which are 
different for subsonic and supersonic τ-values, it follows that Wi converges 
for τ < τι, W2 converges for η < r ^ 1 — e ( e a positive number, appear-

* This corresponds to the fact that the argument of — 1 in (16) must be taken as 
— π and π respectively for the integrals along the semicircles to tend to zero. 

+ η Γ (α η ) Γ (η - bn + 1) ν , . , n r ι , ( 0 9 . 

(cf. Lighthill quoted Note IV. 50). This asymptotic formula is obtained by applica­
tion of Stirling's formula. 
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- « Σ ϊτηθ - Λ β Β _ Β 1 ~ ΐ Ί / oo \ 

( Σ ^ η Γ + η _ 1 ) ^ + C 0 
_/0 \n=0 / 

* The considerations of this section, due to Lighthill, are not elementary in charac­
ter. The main result is that the integral representation (23) is valid in the whole sub­
sonic region. 

t Equation (19) is the result of applying Mittag-Leffler's theorem to e ^ V ^ r ) . 

ing in the estimate of | ψη(τ) |), and L converges for all r. Thus, we have 
indeed obtained the continuation of W\ + L over the whole field of flow, 
including the supersonic region. 

This example demonstrates both the principle of the method and its 
difficulties. 

4. General solution for the subsonic region* 

For subsonic r a compact and explicit solution is available. 7 

In addition to the above-mentioned properties of ψη(τ) the main tool is 
the partial fraction expansion (with respect to η for fixed r ) of ψη(τ) holding 
for 0 ^ r < TT and complex n: 

Ψη(τ) = ens Γΐ + η Σ — i — Cmem^m(r)] 
L m - 2 m + η J 

m=o m + η 

where in the last form of this expansion we define Co = 1, C\ = 0, and 
n/(n + ra) = 1 for η = m = 0. Equation (19) expresses ψη(τ) for com­
plex η in terms of the ψ™(τ), where m is a positive integer.f 

From (19) we obtain, with rm = Cm^M(T)em81, 

(20) ^η(τ)β~ηβ1 = η Σ — ^ — e ( n + m ) ( s - S l ) 

™=o η + m 

and since, by (1.0), 7 ( r ) = Πτη^ ι^ φη(τ)β~η\ we also have 

(21) 7 ( r ) = Σ r w e m ( e - S l ) = Σ C m e w V m ( r ) . 
m=0 m=0 

From Eqs. (20) and (21) follows the desired result, namely, the con­
tinuation of expansion (2) throughout the subsonic region. Using (20), Eq. 
(2) can be written 

*(τ,β) = * Γ Σ n e e - * " Σ - ϊ - β ^ Η 
L n - o r»-o m + η J 

(22) = d Γ Σ r^e*"* Σ «<«+«><—>-«>] 
L»»=o n - o m + η J 
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From now on to the end of the section we write simply w rather than WQ 

From ( 20 .13) , 

dw A n - l 
-Tz = Σ,  ηοηξ , 
ας η=ο 

and Eq. (22 ) may be written: 

(23) J ° * . J j 

= ί { Σ C ^ W e " " 1 ™ / o " ' Γ dw ( f ) ] + u,(0)} . 

We may now verify that ψ satisfies the conditions postulated in Sec. 1 . 
First, as qm —> oo, all rm — > 0 , except r 0 = 1 ; also from ( 5 ) : 

lim e8~Sl = ^ = g, 

and we see that the right side of Eq. (23 ) reduces to 

/ dw + w(0) = 0[w(t)]. 

One likewise verifies directly that (23 ) satisfies the stream-function equation. 
W e shall now show how this representation of the solution is defined for 

all subsonic r . From dw/dz = wf(z) = f, we conclude that ζ is an analytic 
function of f in the hodograph of the incompressible flow. This, how­
ever, is not a simple plane but a Riemann surface, R (consisting of two 
sheets with a branch point at ξ =  1  in our example of the circular cylinder), 
and ζ{ξ) is regular on R. The integral in Eq. (23 ) can be written 

(24) f " ' rdwdt) = f *' "r+,S* = f *' V + ,<fe(f). 

Jo JQ ας Jo 

If ζ = z0 corresponds to f = 0 , 

Ym(z) = Γ r+1 dz 
Jz0 

is a regular function of ζ in the 2-plane outside the body if we assume that 
there is no circulation. Since we know, in addition, that ζ(ξ) is regular on R it 
follows that Zm(X) — Ym\z{$)\ is also regular on R. The last term in (24 ) 
can be written as Zm(es~8l~l9). In the absence of circulation this is therefore 
single-valued on a Riemann surface, which corresponds to the incom­
pressible hodograph surface R as locus of the points ( r , Θ) for which e

s~~ S l~% e 

lies on /£. The R* is the hodograph of the subsonic part of the compressible 
flow and (23 ) is regular on R* if it converges. 
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We now show that 

(23') ψ = S Γ Σ rneim> (" *' Γ + 1 <fe(T)l 

converges everywhere if the flow is purely subsonic? In fact, if we integrate 
along a path, of length I in the physical plane, joining f = 0 and e~*l~%e on R 
then, since at any point s < σ, its sonic value, 

f r + 1 ^(r) ^ le (σ- 8 ι)(,η+1) 

On the other hand rm = Cm\l/m(T)em81 where, for large m (p. 359): Cm ~ 
6~2στη/2πηι7 and ψτη(τ) ~ Vema> hence 

2πτη 

Thus we see that for large enough m a term of (23') is comparable with 
(Vlea~a/2Tm)e~m((X~8), which assures the convergence.* 

Thus for subsonic flow without circulation, the problem has been solved 
in the explicit form of the integral representation (23). 

We turn now to a presentation of Bergman's method, and at the end of 
the article, we shall indicate the relation between Bergman's and LighthilPs 
methods. 

5. Bergman's integration method 

In an attempt to continue and improve Chaplygin's pioneer work, which, 
while highly successful in many ways, failed for the problem of flow past 
an obstacle, S. Bergman began to apply a general mathematical idea to this 
problem. 9 The purpose was to establish a correspondence between analytic 
functions of a complex variable (i.e. solutions of incompressible flow 
problems) and solutions of linear partial differential equations of elliptic 
type (such as the equation for ψ). This is achieved by means of an integral 
representation of the solution from which properties of the solution can be 
deduced by means of complex function theory. ( In particular, solutions of 
the compressible flow equations can be obtained which are multivalued 
and have singularities of the type needed in the flow problems under con­
sideration. In fact, as seen before, even in the incompressible flow around 
a circle the stream function cannot be represented by a single convergent 
series of single-valued functions). 

Let Po be the contour of an obstacle in the physical plane; denote by 
Yo(qfi) the stream function of the incompressible flow problem, so that 
φο = 0 on PQ, and Δψο = 0 outside P0. Just as in the methods of Chaply-

* Actually there is uniform convergence. Also, the differentiated series converge 
uniformly, etc., and we may verify that ψ satisfies the stream-function equation. 
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gin and Lighthill, we wish to associate with ψ0 a φ satisfying the com­
pressible hodograph equation, which is not too different from ψ0 as long as 
a representative Mach number is small, and which reduces to ψο in the 
limit qm —> oo. Of course ψ will not vanish on P0 : it can however be assumed 
and has been proved under certain circumstances that φ = 0 on a streamline 
Ρ close to Po . 1 0 

First we rewrite Eq. (20.5), in the same way as before, by introducing 
instead of q the new variable λ of Eq. (3') and obtain Eq. (6) with either 
s or λ as independent variable. Next we introduce ψ* by Eq. (7) or by 

(25) ψ* = <χφ, α = V , Τ = — —, 
α 

where primes denote differentiation with respect to λ, and we obtain Eq. 
(8) , where in the polytropic case, 

( 2 6 ) F - ~ ί - [ 1 6 " 4 ( 3 " 2 k ) m 2 ~ ( 3 k ~ l ) M t ] -
Since both F and λ are given in terms of M, F is given in terms of λ. 1 1 

We try to integrate Eq. (8) by setting 

(27) ψ* = <7ο(λ, θ) + Σ Gn(\)gn(\ θ) 
η=1 

(note that this is not a separation of variables). 1 2 Each gn in Eq. (27) is a 
harmonic function of λ, θ. Using the symbol Δ = d2/d\2 + d2/d02 and 
substituting, we obtain with Go = 1 

+ Ft* = Σ [A(Gngn) + FGngn] 

n=0 

(28) = Σ (Gl'ffn + 2G'n % + Gn Agn + FGngn) 

n=0 σλ 

= Σ [ + FGn) gn+ 2G'n + Fg9. 

We shall see that Eq. (8) is satisfied if we put 

(29) ^ = - 1 ^ ( n = l , 2 , · · · ) 

(29') G'n+1 = G"n + FGn (η = 0, 1, · · · ) 

where g0 is arbitrary and Go = 1. The right side of Eq. (28) becomes: 

Σ IgnG'n+i - gn-iGn] + Fg0. 
n=l 
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This series equals the limit for η —» °o of gnG'n+i — goG[ . This is so far a 
formal computation. I t will he shown later, using a majorant method, that 
the series in (27) and the necessary derivatives converge uniformly in a 
certain region and that not only gnGn but also gnGn+i —> 0 as η —> oo. Thus 
the right-hand side of Eq. (28) reduces to —goG[ + Fg0 = 0, since, be­
cause of Eq. (290 for η = 0, G[ = FG0 = F. 

The Gn are determined by (29') if we add the condition 

(29" ) < ? . ( - « > ) = 0 (n = 1 , 2 . . . ) , 

and it is seen that the sequence Go, G\, G 2 , · · · depends only on F(\). 
Hence it is uniquely determined for a given (p, p)-relation, it can be com­
puted once and for all, and can be tabulated. 

On the other hand, the sequence g0, gi , g2, · · · depends on the arbitrary 
function g0. W e introduce now the complex variable 

(30) Ζ = A - i$ with Λ = λ + σ + log qm 

where σ = —1.17, as defined in Eqs. (4) and (5 ) . Since τ = q/qm , the 
second Eq. (5) can be written 

(31) hm (λ + log qm) = log q - σ, 

and it follows that with ζ = qe~%9 denoting again the complex velocity 

(31/) lim Ζ = log q - ιθ = log f. 

The variable Ζ is the same as LighthilFs variable s — Si — id, and it will 
serve a similar purpose.1 3 

For a fixed qm the £τη(λ, θ) of Eq. (27) which are harmonic in (λ, θ) 
are also harmonic in (Λ, Θ). W e then define a sequence of functions of 
Z\ fo(Z),fi(Z), · · · Avhere/0(Z) is an arbitrary analytic function of Ζ and 
where/I = — i f n - i (w = 1, 2, · · · ) by putting 

(32) fn(Z) = - ~ ζ / Λ _χ (0 dt (n = 1, 2, · · · ) , 

which implies/„(0) = 0 for η = 1, 2, · · · . Let 

(33) ρη(\θ) =4[fn(Z)] (n = 0, 1, . . · ) . 

Then from Eq. (32), since £[/» (£) ] = dgn/d\, 

^ = *r/'m(Z)] = - * [ }/«-iCZ)] = - g f f - n 

and (29) is satisfied. Substituting successively into Eq. (32) and finally 
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writing the w-tuple integral as a single integral we obtain 

(32') fn(Z) = 2 } { ~ l } \ y [foitKZ - tV-1 dt (n = 1, 2, · · • ) , 

so that, with dfo/dt = f'o ^ 0, and assuming from now on that/ 0 (0) = 0: 

(32") fn{Z) = [ZfO(t)(Z - t)n dt {η = 0, 1, · · · ) . 
2nnl Jo 

This last formula may be verified by applying partial integration to the 
integral in (32') . For η = 0 the right side of (32") reduces to fo(Z) — 
/o(0) = fo(Z). Thus, on account of Eq. (33) 

(33') 0 » (M) = LJ¥A F f0(tHZ - t)ndt 
Znnl [_Jo 

(n = 0, 1,2, · . . ) , 

Substituting these into Eq. (27) we obtain 

(34) ψ*(\,θ) = Σ ^ τ ^ W * 
n=0 Δ 711 

Γ f'o(t)(Z - t ) n d t . 
Jo 

The similarity of (34) and (23) is obvious. 
If we introduce the function of three variables 

C(* ;M) = £J-G„(X)(* - ® n> 
n—0 Δ Tl ! 

(35) 

we can write (34) in the form 

(36) φ*(λ,θ) = 3 jf G(t;\6) d / o ( 0 ] , 

where dfa(t) = f'0(t)dt. Also, using (25), 

(37) φ(\,θ) = v$ f G(t;\,e)df0(t) • 

The right side of Eq. (37) thus transforms the arbitrary analytic function 
fo(Z) into a solution ^ (λ , θ) of the second-order equation (6). 

With respect to the legitimacy of these operations, we note that to justify 
the interchange of differentiation and summation which led to (34) we 
need the uniform convergence of this series and its derivatives in a λ,0-
region. The interchange of summation and integration which leads from 
(34) to (36) is not essential for our final result. T o justify it we need uni­
form convergence in a ^-region for fixed λ,0. Both are covered by the con­
siderations in the next section. 

Next, let us make an appropriate choice of the arbitrary function f0(t) 
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which occurs in these various formulas. Denote by W o ( f ) with f = qe~t9 

the hodograph potential of an incompressible problem. Then $[w0(£)] = 
ψο(ς> Θ) is the incompressible stream function of this problem, and we choose 

(38) / 0 (0 = ιυοίβ'), w0{l) = 0. 

Then, consider the passage to the limit qm —> <» for fixed (q, Θ). For greater 
clarity we write ^(qy 0) or ψ*(#, 0) instead of ^(λ, 0) or ^* (λ , 0). We as­
sume (it will be proved presently) that 

lim G(t; λ, 0) = 1. 
<7m-**> 

( In a formal way, this is seen from (35) and (29") and Go = 1). Note also 
that in (37) V —•> 1 as qm —» oo. We have then from (36) and (37), using 
(310 and (38) 

(39) lim t(q,e) = lim ** (g,0) = o[w0(t)] = >Po(q,0), 

as was intended. 

6. Convergence 

We now sketch the investigation of the uniform convergence of (35) and 
of its λ,θ-derivatives as far as the subsonic range is concerned. W e consider 
functions Ρ ( λ ) such that for each e < 0, λ < e, C an appropriate constant, 
and 

(40) * = C 

( e - λ ) 2 ' 

we have 

(41) | F | * f f > and (* = 1,2, · · · ) . 

W e will write briefly F « ί for the inequalities (41) and we say that 
dominates F or that $ is a majorant function for P. 

If (41) holds we can find majorant functions Ρ η ( λ ) for the Gn , as follows. 
We define Pn(\) by 

Ρή+ι = Ρ η + C(€ - \T2Pn (η = 0, Ι,· · . ) 
(42) 

Po = 1, Ρ Λ - ο ο ) = 0. 

Then, 

(43) (?η « Ρ η . 

In fact, for η = 0, we have P 0 = Go, hence Go <3C Po in the sense of the 
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G « Σ Ρ η ( λ ) 2 ~ η I I Ζ - t r 
n^o η ! 

= Σμ ηη!2- η( € - λ Γ η 1 |Ζ - Μ" 
η^ο η ! 

" S "· (Ι ΓΤ=ΊΓ1 1 ζ " * 0 · 

Thus, using (440 we have 

(45) G(t; λ, θ) « Η (ai, α 2 , 1; 1 ̂  " . 

Therefore G, as well as all its derivatives with respect to λ and 0, converges 

uniformly and absolutely in a region where 

This justifies all transformations previously performed in Sec. 5 and proves 
that the φ* as given in (36) satisfies Eq. (8 ) . 

above definition. Now suppose Gn Pn , then from formulas (29'), (41), 
(42) we see that Gn+i « P n+i . 

I t is easily verified that Ρ η ( λ ) can be given explicitly as 

(42') Pn = η ! μ„(€ - λ ) " η 

where with 

αϊ = 1 - (1 - CY, « , = i + ( i - CY 

(44) μ0 = 1, μ η + ι = μ η ( η 2 + Π + C)(ft + Ι ) " 2 

= μ«(η + α ϊ ) (η + α2)(η + Ι ) - 2 . 

This recurrence formula for the μ η coincides with the recurrence formula 
for the coefficients of the hypergeometric series H(a\, α 2 , 1; x) and we may 
write 

(440 H(al9 α 2 , 1 ; χ) = Σ μηχ\ 
n = 0 

Since neither ai nor a2 is a negative integer, the series does not terminate. 
I t converges for | χ \ < 1, diverges for | χ \ > 1, and converges uniformly 
with all its derivatives for | χ \ ̂  b < 1, where b is an arbitrary positive 
number less than 1. 

We can now estimate the G(t\ λ, θ) of Eq. (35). Substituting (42) and 
(420 into (35), we obtain 
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Now let qm —> °° . Since the convergence of the series (35) is also uniform 
with respect to qm we conclude that G(t; λ, Θ) —* 1, as qm —* 0 0 . We used this 
fact in establishing the result (39). 

Finally, Ave want to express condition (46) in a geometric form. If the in­
tegration of G(t; λ, θ) from t = 0 to t = Ζ is along the straight line from 
0 to Ζ the maximum of | Ζ — t | is | Ζ | and (46) will be satisfied if | Ζ \ < 
2 I e - λ I, or 

(46') Λ 2 + θ2 < 4(e - λ ) 2 . 

The boundary of this region (see Fig. 140) is a hyperbola which as e —* 0, 
becomes 

3A 2 - θ2 - ScA + 4c2 = 0, where c = σ + log qm . 

We see that the larger qm is, i.e., the more the effects of compressibility 
vanish, the larger is the part of the A,0-plane which we obtain as region 
of validity and as qm —> 0 0 , the whole log<?, 0-plane is obtained. 1 4 The uni-

θ 

F I G . 140. Region of convergence for Bergman's method. 

308 
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form convergence of (35) and hence of φ* — Σ Gngn is assured in this 
region, provided f0(Z) itself is bounded there. 

The above simple proof must be slightly modified for the polytropic F, 
where the inequalities (41) do not hold directly. This can be done in several 
ways, conserving the essential idea of the proof and retaining the result 
(46) with respect to the region of convergence. 1 5 

7. Integral transformation 

In the preceding section we constructed a solution of the .stream-function 
equation depending on an arbitrary analytic function f0(t) in the convenient 
form of the integral (37) with the generating function G(t; λ, Θ) defined by 
Eq. (35). I t seems obvious that this particular generator G is not the only 
one by means of which such a solution can be found. We shall now char­
acterize such generating functions by means of a differential equation and 
side conditions which they must satisfy. 

Following Bergman we consider the partial differential equation 

(47) L+(v) = - ^ j L + cv = 0 
OZi dz2 

where z\ , z2 are complex variables and c is an analytic function of Zi , z2 . 
Let the function of three independent complex variables Κ(ζι, z2, t) be an 
analytic function of its variables in some suitable domain B. We assume 
that for all t in Β, Κ satisfies (47) and the boundary condition 

(48) — = 0 for t = zx. 
dz2 

Then, with/( i ) an arbitrary analytic function of t we form 

(49) υ(ζ, , z2) = ί 1 K{z,, z2, t)f'(t) dt 
J a 

and prove that υ is a solution of Eq. (47). Indeed, we have 

OZi oz2 Ja OZi dz2 \oz2 t=Zl 

On account of (48) the second term on the right-hand side vanishes. Since 
c is independent of t and Κ satisfies (47), we obtain 

(50) 
L + ^ = [ \ £ k + c K ) s ' { t ) d t = Q-
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T o establish the connection between Eqs. (47) and (8) we extend the 
variables Λ, 0 of the preceding section into the complex domain and call 
these complex variables Α ι , 0i. Then Ζι = Ai — ιθι and z2 = Αι + iOi are 
independent complex variables, and 

dz~i " 2 M i 2i Mi' dz2 2 θΑι 2i θ0ι ' 

if we then put for the c in (47): c(zi, z2) = i F ( A i ) we see that 

r + / ν 1 / d2v . d2v . ~ \ 

If in Ai and 0i the imaginary parts reduce to zero, the previously inde­
pendent variables zx and z2 reduce to the conjugate complex variables 
Ζι = Ζ = A — ιθ, as introduced in Eq. (30), and z2 = Ζ = A + i0. I t 
then follows from the fact that L+(K) = 0 for all Ζι, z2 in β that 
K ( Z , Ζ, i) satisfies 

(51) L(K) = 0 + 0 + Z W = 0. 

We next restrict attention to generators for which 

(52) lim K(Z, Z,t) = 1, 

uniformly in ί for fixed 5, 0. For the f(t) in (49) we choose, as in (38), 

(53) f(t) = wo(e'), 

where w 0 ( f ) denotes a hodograph potential, as in previous sections. If one 
puts as an abbreviation dw0/dt = w0'(t) so that WQ(e)e dt = dwoie'), it 
follows from the above construction that 

(54) u(Z, Ζ) = ί K(Z, Z, t) dw0(e) 
J a 

satisfies Eq. (8) , namely 

Then it follows from Eqs. (54), (52), and (31/) that: 

dwo(el) = w 0 ( f ) + constant. 

I t is thus seen that for ψ*(ς, θ) = [u(Z, Z ) ] , with w(Z, Z ) defined by (54), 
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(55) lim \p*(q, Θ) = lim \f/{q, Θ) = ^ 0 (g, B) + constant, 

where ψο(?, θ) = 0[w o ( f ) ] and φ = 7ψ* as in Eq. (7) . 
// the generator K(zi, z2, t), where z\, z2, t are independent complex vari­

ables, satisfies Eq. (47), namely L+(K) = 0, and the side condition (48), then 
v(zi, z2) defined by (49) satisfies the same equation, namely L+(v) = 0. 7/ 
then we put c = F/4 and restrict the complex variables Z\,z2to Ζ = A — i0, 
Ζ = A + ιθ then K(Z, Z, t) and u(Z, Z) will both satisfy Eq. (8 ) . // 
finally, we assume for Κ the condition (52) and choose the previously arbitrary 
f(t) as in (53), the imaginary part of u(Z, Z) will reduce to the incompressible 
stream function as qm —> oo. 

.The discussion was made in the domain of complex Λι , θχ on account of 
its simplicity [Eq. (47) being hyperbolic, (48) being a condition along a 
characteristic, etc.]. However, it is easily checked that the generator Κ 
need only satisfy—for real Λ, θ—Eqs. (51), (52), and the side condition 

(480 ^ - i^- = 0, for t = λ - id. 

A generating function satisfying all these conditions is the one given in 
(35), where we now write G{t\ λ, θ) = K(Z, Z, t) or 

(56) K(Z, Z,t) = £ J - Gn(\)(t - Z)\ 
n=»o 2 nn! 

where (?ή = G'n-i + FGn-i. W e find by straightforward computation that 
the right side of (56) satisfies Eq. (51). Hence, not only the \p*(q, Θ) defined 
by Eq. (36) but also the generator G(t; \, Θ) of Eq. (35) satisfies Eq. (8) . W e 
have seen before that (52) holds for the present Κ of (56), and we can 
verify that (480 holds. 1 6 

As a second example consider LighthilPs generating function, in Eq. (23). 
Here the notation is different: Ζ = s — Si — ιθ, t = log f, or et = f; the 
w in Eq. (23) is the hodograph potential w0 of the present notation, and 
with a = V~l we consider the generator 

(57) K(Z, Z,t) = α Σ C m ^ ( r ) e m ( 8 ] 

+ ΪΘ+1) 
m=0 

This function satisfies the differential equation since this is so for each 
term separately. Also condition (48) holds true. W e have, in fact, 

ds 1 ΘΘ 
= Σ C m e m ( 8 l + i e + t ) Γ# (atJ + mc^m] 

m=o [_as J 

for t = Z. 
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According to Eq. (21), this equals (d/ds)(aV) = 0, since V = 1/a; that 
condition (52) holds was verified before in Sec. 4. 

We thus possess a general principle which allows us to transform an 
analytic function, a solution of an incompressible problem, into a solution of 
the stream-function equation, by means of a generator K, and we possess 
two examples of such generators. 

In order to be useful such a generator must have certain properties: the 
new compressible flow pattern should be similar to the incompressible pat­
tern as long as some representative Mach number is small. The generator 
should be explicitly given, e.g., by means of a well-converging expansion, 
and convergence should hold in as large a region as possible. LighthilPs 
and Bergman's operators have these properties, though, each with different 
emphasis in these respects. 

8. Relation of the two methods17 

We shall now consider in more detail the relation between the two 
methods. We take as a starting point LighthilPs formula (23) 

and rewrite it as 

where Rm(s) = rme . The term 

is an analytic function of s — id and therefore 

(58) 

is harmonic in s and 0. Thus (23) can be expressed as: 
00 

(59) ψ(8, θ) = Σ Rm(s)hm(s, θ) 

or with ψ* = αψ 

m=0 

where 

(61) Hm(s) = a(s)Rm(s). 



21.8 R E L A T I O N OF T H E TWO METHODS 373 

From (21), remembering that a = 1/V, we obtain 

(62) = 1, 
m=0 

and see that there is an identically valid relation between the Hm(s). 
Thus, comparing Eq. (60) with Eq. (27) and remembering that, except 

for a constant, s is the same as λ, we see that the same equation is solved 
by the two authors by the same type of expansion and that (60) leads 
necessarily to the identity (28) with hn and Hn taking the place of gn and 
Gn. 

Now, however, the difference becomes manifest: the requirement for the 
gn is different from that for the hn . Bergman chooses in (29) 

dQn _ ι 

a7 " * 9 »~ l ' 
while we find from (58) 

d h n - -nhn + *[w'(eM1-*)]. 
ds 

Consequently from (28) the following formula for the Hn obtains: 

(63) Σ (Hn - 2nH'n + FHn)hn = - * [ t i / ( e M l - " ) ] . 2 Σ n=0 

Here, according to (62), the right side is zero and (63) will be satisfied if 

(64) Hi - 2nH'n + FHn = 0. 

Now Ηn = a(s)Rn(s) = C n « ( s )^n ( s ) e n s ; using F = - (a"/a) we find 

Hi - 2nH'n + FHn = α[Λ» — (Τ + 2n)R'n + nTRn] 

= αΟηβη\ψ: - Τφ'η - nVn) = 0 

because of (6 ' ) · Hence (64) holds. Equation (64), namely, Hi — 2nH'n + 
FHn = 0 (η = 0 ,1 ,2 , · · · ) compares with Eq. (290, namely, Gn - <?»+i + 
FGn = 0 (n = 1, 2, ...),<?o = 1. 

I t is an advantage of LighthilPs method that the functions Hn(s) are 
connected with the hypergeometric functions, whose properties have been 
dealt with extensively. As seen in Sec. 4 the convergence is guaranteed in 
the whole subsonic domain. 

Bergman's Gn(s), defined by the recurrence (290, are not connected with 
a well-known system of functions. This is a consequence of his definition 
of the gn which in turn constitutes an asset of his method. His recurrence 
formula (29) for the gn is, in fact, the recurrence formula for harmonic 
functions Re[(\ + ιθ)η] with proper normalization. Due to this corre-
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spondence the operator defined in Eq. (37), which transforms an analytic 
function of a complex variable into a solution of Eq. (8) , preserves many 
properties of the former. 1 8 

Article 22 

Shock Theory 

1. Nonexistence of solutions 

Just as in the case of one-dimensional nonsteady flow, see Sec. 14.1, it 
can be shown that the differential equations governing the steady plane 
flow of an ideal fluid admit no solution satisfying certain boundary condi­
tions which can be enforced by simple physical arrangements. The equa­
tions in question are the x- and ^/-components of Newton's equation (1.1), 
with gravity omitted: 

(1) 

where d/dt 
( 16J ) : 

(2) 

dqx _ _dp dqy _ 
= __ _^ = _dp 

dt dx' P~dt ~ dy 

qxd/dx + qyd/dy, together with the equation of continuity 

έ { p q x ) + Ty i p 9 v ) = °' 

and the specifying condition: dS/dt — 0 (see Sec. 2.3). 
Assume that between the points A and Β on the ?/-axis (see Fig. 141) 

the fluid is passing uniformly with supersonic velocity parallel to the #-axis: 

y 

F IG . 141. Enforceable boundary conditions for which no inviscid solution 
exists. 
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Qx — Qo, qy = 0, ρ = pQ, and a = ao < qo, where Qo ,Ρο, and ao are con­
stants. Through the points A and Β the two straight lines inclined at 
angles ± arc sin (a0/<?o) are drawn, and the horizontal streamlines, repre­
senting the uniform flow qx = q0, qy — 0, and ρ = p0 within the triangle 
ABC, are inserted. Then this solution satisfies the differential equations 
given above as well as the boundary conditions on χ = 0. Now the fluid is 
elastic by virtue of the entropy being the same for all particles as they cross 
AB. IV^oreover, see Sec. 6.5, any solution of these equations satisfying 
the boundary conditions must be irrotational, since the Bernoulli func­
tion is prescribed by these boundary conditions to be constant through­
out the corresponding flow. But according to the theory of an elastic in­
viscid and nonconducting fluid in irrotational motion, given in Sec. 16.4, 
the solution is uniquely determined in the characteristic triangle ABC by 
the conditions along AB. This means that the differential equations of an 
inviscid and nonconducting fluid have no solution in ABC consistent with 
the given boundary conditions other than the solution qx = q0, qy = 0 
everywhere in ABC. 

I t is certainly possible to subject an actual fluid mass passing be­
tween A and Β to some additional conditions. The argument is based on 
two observable properties of fluids in supersonic motion. 1 9 First, a fluid 
mass moving uniformly can be deflected without appreciably disturbing 
conditions upstream, provided the deflection is gradual enough. Secondly, 
if a given deflection is gradual enough for one Mach number, then it is also 
for all larger Mach numbers. These facts will be reflected in the theory pre­
sented in the last two sections of this article. 

Suppose that in the present example, Fig. 141, the fluid is bounded from 
below by a wall which has one end at the point A and is horizontal at that 
end. Provided that it does not slope upward too abruptly beyond A, such 
a wall will not disturb the existing conditions between A and B. In Fig. 141 
the wall is represented by a curve AD, and this curve must necessarily be 
a streamline for the fluid particles passing through A. N o w as the Mach 
number M0 increases, the lines AC and BC become more nearly horizontal. 
Thus, however slightly the curve AD slopes upward, the point D falls 
within the triangle ABC for sufficiently large M0, and a contradiction 
arises. The inclination Θ of the streamline at D must be that determined by 
the tangent to the curve AD at D, and not Θ = 0 determined by the solu­
tion given above. 

As in Art. 14 the way to overcome this contradiction is to take into 
account viscosity and/or heat conduction. In a fluid of low viscosity the 
noticeable influence of these on the flow pattern is assumed to be localized 
in extremely thin layers within which occur rapid changes in the state 
variables. Throughout the rest of the flow the equations of ideal fluid theory 
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are supposed to describe the actual (viscous) flow adequately. A flow pat­
tern of this combined type is observed in cases, such as the example above, 
for which there exists no solution based only on the theory of ideal fluids.20 

A workable theory of steady plane flows containing such thin layers or 
shocks can be based on the following principles. It is assumed that the origi­
nal differential equations for the motion of an ideal fluid, namely the 
equation of continuity, Newton's equation, and the specifying condition, are 
valid at all points of the x,y-pfane with the exception of certain ushock lines", 
whose positions are a priori unknown] across these lines the state variables are 
discontinuous, the sudden changes being governed by rules derived from the 
theory of viscous and/or heat-conducting fluids. 

W e must now determine the form these shock conditions take in the case 
of steady plane flow. A particular example of such a flow of a viscous fluid 
can be constructed from the steady one-dimensional flow presented in 
Sees. 11.3 and 11.4. Suppose the latter flow is viewed from a coordinate 
system moving in the negative ^-direction with constant speed v. This 
amounts to superimposing on the original flow a constant speed ν in the 
^/-direction. Then along any line parallel to the z-axis in the resulting mo­
tion a rapid change from the state qx = U\, qy = vi, pi, pi to another state 
Qx = u2, qy = v2, pi, p2 takes place, in which these eight variables satisfy 
the three relations (11.22), (11.23) and (11.24): 

(3a) p\U\ = p2u2 = m, 

(3b) pi + mux = p2 + mu2, 

(3c) + ^ L * " 
2 7 — 1 pi 2 7 — 1 p2 

as well as the extra condition 

(3d) vi = v2 = v. 

If qi is written for Ui + v2 and q2 for u2 + v2 then (3c) may be replaced 

by 

(3c') 
2 7 — 1 pi 2 7 — 1 p2 

by virtue of (3d). In the limit μ 0 —» 0 the thickness of the transition region 
tends to zero [see (11.47)] and Eqs. (3) then relate the initial and final 
values of an abrupt transition. 

Thus Eqs. (3) are the shock conditions for a particular kind of steady 
plane motion. I t will now be shown that these equations are the transition 
conditions for the most general case of steady plane flow. 
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2. The oblique shock conditions for α perfect gas 

First it is necessary to obtain the equations governing the steady plane 
flow of a viscous fluid. The equation of continuity is the same as for an in­
viscid fluid, namely Eq. (2) . For a viscous fluid the three components of 
Newton's equation are given by Eqs. (3.8), and these must be specialized 
to the case of steady plane motion with gravity neglected. 

For a volume element dx dy dz (see Fig. 6 of Art. 3) in such a motion, no 
shearing stresses due to viscosity can exist on the two faces parallel to the 
£,?/-plane, since adjacent particles on opposite sides of these faces move 
with the same velocity. Consequently 

(4) τζχ = Tzy = σ2 = 0, 

and hence also 

(5) TyZ = TXg = 0. 

There remain only the normal stresses σχ, συ and the shearing stresses 

(6) TXV = Tyx — τ (say). 

Thus with gravity neglected Eqs. (3.8) reduce to 

, d q x dp dax , dr 
dt dx dx dy 

/ o \ dqy _ dp dr day \o) ρ —j- — — -τ — " T — y 
dt dy dx dy 

where d/dt = qxd/dx + qyd/dy. 
As the specifying condition we suppose that the motion is adiabatic ex­

cept for heat conduction, i.e. simply adiabatic (see Sec. 1.5). Under these 
conditions the energy equation is (3.24), and on restricting the latter to the 
case of steady plane flow we have 

when gravity is omitted. Here w is defined by (2.5) and w' by (3.10), which 
in the case of steady plane flow reduce to 

dx dy 

dx dy 

by virtue of Eqs. (4) , (5) and (6 ) ; hence 
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Ρ 
(10) 

at \_2 7 — 1 p j ox 

Equations (2) and (7) through (10) are five equations for the five un" 
knowns qx , qy , p, p, and T, provided σχ , σν and r are expressed in terms of 
these variables (see last paragraph of Sec. 3.3). If (2) is multiplied by qx 
and the result added to (7) , then the latter is replaced by 

( Π ) ^ [pq? + V - <r'*l + ^ IpQxQv - τ ] = 0; 

similarly if (2), multiplied by qy , is added to (8) , it becomes 

(12) £ [Pqxqv - τ] + ± [pqv
2 + ρ - a'y] = 0. 

Again, on adding (2) , this time multiplied by [q/2 + p/(y — l)p] to the 
specifying condition (10) we obtain 

(13) 
dx ["*(!+ ν^ιί)+ qx{p ~ σ'χ)"9vT ~ fcS 

+ ^ W l +
 7 ^ 1 p ) " i l T + ? i ( p - < 7 i ) ~ f cS] = 0 ' 

Finally if Γ is expressed in terms of ρ and ρ from the equation of state (9) , 
then (2), (11), (12), and (13) become four equations for qx , qy , p, and ρ as 
functions of χ and y. 

Each equation is of the form 

dA dB = 0 

and when integrated over the interval X\ to x2 supplies a relation of the form 

Jr X 2 3 D 

w + W = ^- [qx(p - σχ) - qyr] + ^- [-qxr + qy(p - σν)]. 
dx ay 

Finally, if it is assumed that the fluid is a perfect gas, so that (1.6): 

(9) ρ = gRpT 

holds and U = cvT = p/(y — l )p according to (2.13), then the specifying 
condition is 
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We now consider solutions for which the ^-derivatives remain bounded as 
μο and k tend to zero. Then (14) holds also for the limit flow, with the in­
tegral tending to zero as x2 approaches X\. Thus in particular, if the x-direc-
tion is taken to be the normal to the shock line at the point under con­
sideration, and 1, 2 refer to adjacent points on opposite sides of the curve, 
see Fig. 142, the difference A2 — Ai must vanish. Introducing successively 
for A the four expressions from (2), (11), (12), and (13) we obtain the four 
conditions 

[ p g x l i = 0, [pqx
2 + ρ - σχ]\ = 0, [pqxqy - τ]\ = 0, 

(15) ni+Th*h*-*-»->*l-* 
In order to compare these with Eqs. (3a) through (3d) we first replace 

the values of qx and qy on the two sides 1 and 2 of the shock by U\, Vi and 
u2, v2, respectively. Then the first of Eqs. (15) is exactly (3a). Now since 
we assume that the fluid behaves like an ideal fluid on either side of the 
shock, the viscous stresses σχ , r and the heat flux k(dT/dx) must vanish on 
the two sides of the shock. Thus the second of Eqs. (15) gives (3b) immedi­
ately, while the third gives 

p2u2v2 — piUiVi = m(v2 — v{) = 0. 

Therefore, since m ^ 0 (i.e., particles cross the shock line), (3d) must hold. 
Under the same condition the fourth of Eqs. (15) yields (3c' ) . 

Thus we have shown that the four equations (3a) through (3d) represent 
necessary conditions relating the initial and final values of an abrupt transi­
tion in steady plane flow. One restriction must still be added to the con­
ditions. The flow studied in Art . 11, which in the limit supplies a special 
case, at least, of such a transition (namely one with ν constant), is not re-

F I G . 142. Choice of axes at shock. 
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versible: it always goes from lower to higher values of θ [see (11.13)] and 
therefore of Τ or p/p.22 Thus the program outlined in the last section maybe 
formulated more precisely as follows. 

We consider flow patterns in the x,y-plane which satisfy the differential equa­
tions of ideal fluid theory everywhere except on certain curves (of unknown 
shape); across these "shock lines" the tangential component of velocity ν is 
continuous, while p, p, and the normal component u have discontinuities which 
satisfy the three conditions (3a) through (3c) and the inequality 

where for any particle state 1 precedes state 2. 
I t is not correct to refer to these flow patterns as 4 discontinuous solutions 

of the equations of ideal fluid flow", see Sec. 15.2. Rather they should be 
called asymptotic solutions of the equations of viscous flow. 

3. Analysis of the shock conditions 

The shock conditions consist of the four equations (3a) through (3d) and 
the inequality (16). The .main features of the conditions are that the tan­
gential components of velocity V i , v2 enter only into (3d), and that the 
normal components ux, u2, the pressures pi, p2, and the densities p i , p2 

satisfy exactly the same equations as the relative velocities u[ , u2, the 
pressures pi, p2, and the densities p i , p2 do in the case of nonsteady one-
dimensional flow, see Eqs. (14.2). Moreover the inequalities (14.9) and (16) 
are the same. Thus to every result which is a consequence of Eqs. (14.2) and 
the inequality (14.9) there corresponds a result in the present case, ob­
tained from it by changing u[, u2 to U\, u2. This remark saves us a certain 
amount of work, since results corresponding to those obtained in Sees. 14.3 
and 14.4 may be given immediately. 

For this purpose it is convenient to introduce the Mach numbers Μίη , 
M2n corresponding to the normal velocities U\, u2\ these normal Mach num­
bers are related to Mx, Μ2 by the equations 

where σι and σ 2 are the angles (between 0° and 180°) at which the shock 
line is inclined to the stream direction for states 1 and 2 respectively, see 
Fig. 143a. They replace the Μ[ , M2 of Sees. 14.3 and 14.4. 

(a) Consider first some limiting cases which satisfy the shock conditions 
(3a) through (3d). If ux = u2 = 0, then m = 0, and Eq. (3b) gives px = p2. 
For this case the third condition (3c) is satisfied for an arbitrary value of 
P i = P 2 . N 0 particle crosses the line of discontinuity and hence this case is 
not usually included in the concept of shock. Another limiting case is U\ = 

(16) 
P2 P i 

Μ in = Mi sin σ ι , M2n = M2 sin σ 2 , 
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(a) (b) 

F I G . 143. Deflection of streamline at shock, (a) The angles σι and σ 2 , (b) Velocity 
components. 

u2 τ* 0. Again from (3b) it follows that pi = p2, while the third condition 
leads to pi = p 2 . With the fourth condition (3d) it follows that no actual 
discontinuity occurs, and this case will be referred to as zero shock. The 
same conclusion follows if we know only that px = p2, or that pi = p 2 , 
provided the particles actually cross the shock line. 

(b) A physically possible shock (i.e., a rapid transition governed by viscous 
fluid theory) is always a u compression shock"; pressure, density and tempera­
ture increase, while the normal component of the velocity decreases and the 
tangential component remains unchanged. 

Note that this implies that the speed q decreases and that the streamline is 
deflected towards the shock line on passing through the shock (Fig. 143). 

(c) The normal Mach numbers Min, M2n are given in terms of the pressure 
ratio p2/pi by the analogue of (14.13), namely 

M 2 _ 7 + 1 P2 , 7 ~ 1 M 2 _ 7 + 1 Vi , 7 ~ 1 
Μ in — — -T —~ , Μ 2n ο I —75 · 

2y pi 2y 2y p2 2y 
In the preceding section we assigned to the state in front of the shock the 
subscript 1, and to that behind the shock the subscript 2. Hence ρ2/ρι = 1, 
so that Μ\n cannot be less than 1 and M2n cannot be greater than 1. Only 
in the case of zero shock can either be equal to 1. In addition, as in (14.14)^ 

Ύ ~ 1 ^ M2
2

n ^ Mxl^ CO. 
2y 

For a physically possible shock, the component of velocity normal to the 
shock front is supersonic before and subsonic after the shock. The density ratio 
P2/P1 cannot exceed /i2( = 6 in air) and the square of the normal Mach number 
after the shock cannot be less than (7 — l)/2 7 ( = 1 / 7 ) , the extreme values cor­
responding to an infinite pressure ratio p2/pi = 0 0 . Note that since q = u 
the Mach number Mi cannot be less than 1, nor can M2 be less than 
\/(7 — l)/27- In addition since (9) gives a2 ^ ai we have M2 = M2n + 
v2/a2 ^ Μ in + ν /a2 — M2. Thus the speed qi is supersonic, whereas q2 may 
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be subsonic or supersonic with 

Ί-ΖΛ < M 2
2 ^ Μχ2^ oo. 

2y 

From the fact that Ui is supersonic it follows that sin σι = u\/qi > a\jqx = 
sin a\. Similarly since w2 is subsonic we have sin σ 2 < sin a2, whenever 
Μ2 > 1. Hence the acute angle between streamline and shock is no smaller 
than the Mach angle αχ before the shock, and, when M2 ^ 1, no larger than the 
Mach angle a2 after theshock. Moreover since M 2

2 sinV 2 = M2n ^ (τ — 1)/2γ, 
the angle after the shock is never smaller than arc sin \/2y/M2\/y — 1. 

(d) On crossing a shock line a fluid particle experiences an increase of en­
tropy (and therefore of p/py), the amount of increase depending on the 
values of ρ and ρ before and after the shock transition. On the other hand, 
the theory of steady plane flow developed in Arts. 16 through 21, as ap­
plied to a perfect fluid, is based on the assumptions that a relation p/py = 
constant holds throughout the fluid and that the flow is irrotational. In 
other words, the results derived in the six preceding articles need not hold in 
the region o] the x,y-plane beyond a shock line. The case in which all particles 
undergo the same change in entropy is the exception. For then the flow 
behind the shock will again be isentropic and, as we shall see in Sec. 24.1, 
irrotational. 

However, it may be recalled from Sec. 14.3 that the change in entropy is 
in most cases small. In fact it is of the third order in (£ — 1), ξ = ρ2/ρι, 
so that for shocks of moderate strength it is not a bad approximation to 
assume that the value of p/py does not change. Hence the conclusions 
drawn in Arts. 16 through 21 are approximately valid behind weak 
shocks.24 

(e) The shock conditions (3a), (3b), (3c) are three relations between the 
two sets of variables Ui, pi, pi and u2, p2, p 2 . The remaining condition (3d) 
states that the tangential velocity components V i , v2 must be equal. Each 
of the four conditions is unaltered when the subscripts 1 and 2 are inter­
changed. From the first three relations u2, p2, p 2 may be expressed in 
terms of U\, ργ, pi, thus in analogy to (14.20): 

U2 = -±—\2y^+ (y - l)iJf 
7 + 1 |_ m J 

(17) V2 = — ^ - r [ - ( τ - Dpi + 2mtiJ, 
7 + 1 

(7 + Dm2 

2 2ypi + (7 — l)mui' 

(/) If Ηn is the sum of the velocity head, corresponding to the normal com-
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ponent u, and the pressure head, i.e. gHn = (u/2) + yp/(y — l )p, then 

(18) Hln = H2n = h2 ™ 

According to condition (3d) this implies that 

(19) ffx = H2, 

where Η is the "total head" which occurs in the Bernoulli equation. Thus we 
see that the total head of a par tick is unaltered on crossing the shock line. 
This conclusion could have been read off directly from (3c' ) . 

We have assumed in Sec. 2 that the motion on either side of the shock is 
strictly adiabatic. Now we have seen in Sec. 2.5 that for such a steady 
motion gH is a constant on any streamline. This constant is qm

2/2 = h2q2/2, 
where qm is the maximum speed and qt the sonic speed. Hence the maximum 
speed and the sonic speed on any given streamline are the same before and after 
the shock. Moreover since gH = gHn + v2/2, Eq. (18) may be written 

(20) ulU2 = I (qj - f) = qt -

If the shock is a normal shock, i.e., ν = 0 and σι = σ 2 = 90°, then this 
last relation reduces to 

tfi?2 = q?. 

In this case the sonic speed on a streamline is the geometric mean of the 
particle speeds before and after the shock.2 5 Since qi ^ q2 it follows that for 
a normal shock qi is always supersonic and q2 subsonic. This conclusion is 
also covered by the first result in (c) , since the normal component of 
velocity is now the speed itself. 

(g) If the dimensionless parameters 

Pi η ' Ui p 2 £ 

are introduced, then the points Pi(f, η) and P 2 ( l/f, 1/17) lie on the hyperbola 
of Fig. 75, and represent the given shock. The Mach numbers Min and M2n 

appear in the slopes — yM il and —yM2
2

n of the lines A Pi and AP2, re­
spectively; these lines form equal angles with OA. 

The five quantities 77, f, ξ, M i 2 and M2n are determined when any one of 
them is given. This follows from the fact that any one of the five fixes the 
corresponding points Pi and P 2 on the hyperbola, and once these points 
are known each of the five can be read off from the figure by means of a 
length or a slope. Algebraic relations between them are given by Eqs. 
(14.24) through (14.27) with M' replaced each time by Mn . Thus in par-
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ticular from Eqs. (14.25) 

(21) 

P2 2y M 2 1 
η = — = — — Μ in — —, 

Pi 7 + 1 h2 

1 = t = U2 = pi = 2 1 , 1_ 

ξ ς U, P2 7 + 1 ^ l n 2 A 2 ' 

and from (14.27) 

(22) ( ^ M ^ - l ^ M ^ - l ) ^ ^ . 

The Hugoniot equation, given by (14.26): 

(23) h\v - 0 = ^ - 1 , f = * η = ^ , 

P i Pi 
is unaltered. 2 6 

With the same change, Fig. 76 gives the graphs of £, Mil , M2n versus η, 
for η ^ 1. 

4. Representation of a shock in the hodograph plane 

At the beginning of Art . 8 we saw that in steady flow the state of a mov­
ing particle at any moment is determined by its velocity q. I t was assumed 
that a (p, p)-relation holds on the streamline traced by the particle and 
that the Bernoulli constant (Sec. 2.5) is known. For plane flow the velocity 
is represented by a point in the hodograph plane, and the continuous mo­
tion of a particle by a curve in this plane. 

When a particle passes through a shock front its representative point 
(qXj qy) in the hodograph plane undergoes a sudden jump. W e shall now 
study the conditions governing this discontinuous transition. For this pur­
pose, see Fig. 143b, it is better to use the speed q and the angle σ (between 
the streamline and shock front) to characterize the velocity, rather than 
the velocity components u = q sin σ and υ — q cos σ. 

W e assume that the position of the shock is a priori unknown, but that 
the state before the shock, i.e., the set of values p\, p i , qi, and 0i is given. 
Now when pi, p i , qx are known the shock conditions (3a) through (3d) 
may be considered as four equations governing the five quantities p2, P 2 , 

(?2 , <*\, <?2 · Since there are five unknowns and only four equations, there is 
a single infinity of solutions. But to each set of values q2, σχ, σ 2 there 
corresponds just one velocity vector behind the shock; its magnitude is q2 

and its direction is 0i + σι — σ 2 . Thus the end points of shock transitions 
from a fixed initial point lie on a curve in the hodograph plane. On this curve 
we may take σι as parameter. 

Let the points Qi, Q2 represent the velocity vectors q i , q 2 in the hodo-
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graph plane, and take Cartesian axes O'U, O'V with O'U along O'Qi, as in 
Fig. 144. The condition (3d) then implies that QiQ2 is perpendicular to the 
line O'S which represents the direction of the shock. Thus the coordinates 
of the point Q2 are given by 

U = ν cos σι + u2 sin σι , 
(24) 

γ = (qi - U) cot σ ι . 

The quantities u2 and ν occurring in these equations may be expressed in 
terms of the given qi and the parameter σι by means of the relation (20) 
and the equation ν = qx cos σι . Thus 

1 / 2 2x q™ — qi cos2σι 
u2 = --— (qm - v) = . . 

h2Ui h2qi sin σι 
The first of Eqs. (24) now becomes 

(25) U = ( U B - UA) COSVI + UA , 

where 

(26) U A ^ , UB = U, + q i ( l - 1 ^ . 

From the second of Eqs. (24) we have cotVi = V2/(qi - U)2, and from (25) 
cotVi = cosVi/(l - cosVi) = (U - UA)/(UB - U). On equating these 
two expressions for cotVi we find that the locus of the point Q2 is the Car­
tesian leaf (Folium of Descartes) 

(27) F 2 U ~ U < 
( β ! - uy u B - ν 

this curve is sketched in Fig. 145a. 

F IG . 144. t/,F-axes in the hodograph plane. 
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(a) (b) 

F IG . 145. Folium of Descartes and its construction. 

The fact that UA g qi ^ UB (or that the points A, Qi, Β lie in the order 
shown) follows immediately from the conditions that qi be supersonic and 
less than qm . Thus since the sonic speed qt is qm/h we have q2 ^ qm

2/h2 or 
qi ^ qm

2/h2qi = UA ; from q2 ^ qm
2 we have gi2 ^ qj/h2 + q2(l - 1/h2) 

or qi S (Qm2/h2qi) + qi(l — 1/A2) = UB > Furthermore, it is easily verified 
from (26) that the points A and Qi are inverse with respect to the sonic 
circle U2 + V2 = qm

2/h2. The folium is symmetric about the f/-axis, 
has a double point at Q i , and a double asymptote U = UB . This diagram 
is referred to as the shock polar, and was introduced by A. Busemann.2 7 

Equation (27), defining the shock polar, contains only distances meas­
ured from the points A, B,QX, and the line joining these points. I t is pos­
sible to give a geometrical construction of the shock polar based only on 
these three points. Let C be the circle on A Β as diameter, and Ρ any point 
of C (Fig. 145b). Then the point of intersection, Q2, of the line PD perpen­
dicular to AQiB, and the line QiE perpendicular to AP, lies on the shock 
polar. As Ρ traces out the circle C, the point Q2 traces out the polar. For 
the similar triangles Q2DQi and AD Ρ yield Q2D:QJ) = AD:PD, and for 
the circle C we have (PD)2 = ADDB. Hence 

/<W>Y = (AD\* AD 
VQiD/ \PDj DB' 

which is an alternative way of writing (27). 
The slope and curvature of each branch of the shock polar at the point 

Qi are of particular interest. The first two derivatives of V with respect to 
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U are easily computed from (27); on the branch with negative slope at Qi , 
their values at this point are dV/dil =  —  Λ/(< ΖΙ — UA)/(UB — qi) and 
d2V/dU2 = - ( ( 7 B - UA)/V(qi - UA)(UB - ?i)3. The corresponding 
radius of curvature is therefore 

(28) R = - C^XEJB - C/Λ). 

From (26) and # m
2 = 2<?#ι, the slope is found to be — \/Mi2 — 1 = 

— cot «i where ai is the Mach angle of the incident flow. Thus this branch 
of the shock polar is inclined at an angle — (90° — a\) to the velocity vec­
tor qi and hence is tangent at Qi to the characteristic epicycloid Γ~ through 
that point, see (16.37). Similarly, the other branch of the shock polar is 
tangent at Qi to the r +-epicycloid through Qx. Now the shock direction 
O'S in Fig. 144 is perpendicular to QiQyS which in the limit Q2 —+ Qi be­
comes the tangent at Qi . Hence for very weak shocks (q2/qi close to 1) the 
angle between the shock front and the incident streamline is approximately 
the Mach angle en ,28 

As Q2 approaches Qi in Fig. 145b, the line A Ρ approaches the normal 
direction to the negatively inclined branch of the shock polar at Qi · More­
over, in the limit D coincides with Qx , and the length of the segment A Ρ 
is then, according to (28), the radius of curvature R. Therefore the center 
of curvature Ζ is the intersection of the line through Qi parallel to the limit 
position of AP and the tangent to the circle C at A. Thus, the projection 
of Ζ on O'Qi is A, the inverse of Q\ with respect to the sonic circle. From 
the construction given in Sec. 16.5 for the center of curvature Ζ of the 
corresponding characteristic epicycloid, it can be shown that Ζ has the 
same property. Hence Ζ = Ζ and the two curves actually osculate at Qi. 

The Cartesian leaf is determined by the values qi and qm alone. Each point 
Q2 on it represents a transition satisfying conditions (3a) through (3d). 
However, these equations do not determine which of the points Qi, Qi 
represents the state in front of the shock. But we have seen in the preceding 
section that in a physically possible transition the speed must decrease. 
Thus Q2 can represent conditions behind the shock only if it lies on the 
closed loop of the folium. In the following, the term shock polar will refer 
only to this closed loop. The remainder of the folium inside the maximum 
circle represents those states from \vhich the state Qi can be reached by 
transition through a shock. 

5. Shock diagram and pressure hills 

Apart from size and orientation in the qx, #y-plane the shock polar is de­
termined by the ratio q\/qm or, according to (16.10) and (16.11), by the 
Mach number Mi of the incident stream. Hence all polars corresponding to 
the same value of Mi are similar. This remark enables us to confine our at-
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V 

u 

F IG . 146. The shock diagram. 

tention for the rest of this section to those polars which correspond to a 
fixed direction of q i , and qm = 1. Alternatively the velocity q in the fol­
lowing may be considered to represent the dimensionless velocity q/qm of 
any particular case. 

For qm = 1 the sonic speed qt is 1/h, so that qi may vary between 1/h 
and 1. As qi increases from 1/h to 1, UA decreases from 1/h to 1/h2, and in 
the U, F-plane the corresponding shock polar expands from an infinitesi­
mal circuit around the point (1/h, 0) to the circle with the points (1/h2, 0) 
and (1, 0) at the ends of a diameter, see Fig. 146. All shock polars lie be­
tween these extreme curves and to each point Q 2 within the circle there cor­
responds one possible shock: 0 'Q 2 is the velocity vector q 2 , the corner Qi 
of the polar through Q 2 gives the velocity vector qi = O'Qi, and the per­
pendicular to QiQ 2 determines the shock direction O'S. The graph of this 
family of polars is called the shock diagram. 

So far the pressure and density have entered only through the Bernoulli 
constant qm

2/2 which is the same on either side of the shock line and equal 
to each member of (3c' ) . As we have seen in (8.24), this constant is a mul­
tiple of p8/p8 and therefore of the stagnation temperature Ts. Thus the 
stagnation temperature has the same value on either side of the shock. 
However, the stagnation pressure ps (and hence the stagnation density p s) 
does change on crossing the shock. 

For any given stagnation pressure p8, the pressure itself may be intro­
duced by erecting the pressure hill (see Sec. 8.2) on the £/,F-plane of the 
shock polar, i.e., on the hodograph plane. For the polytropic case this hill is 
given by (16.12). On setting κ = y and qm = 1 this equation becomes 

(29) ρ = p«[l - q ] 2 p / ( T - l ) q2 = U*+ V\ 
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The hill, which is a surface of revolution, is shown in Fig. 147a. Its base is 
the circle q = q m = 1 and its summit lies on the p-axis at the point ρ = pa . 

Consider now the intersections of the plane perpendicular to the U,V-
plane whose trace in that plane is QiQ2, with the family of pressure hills 
obtained by varying p s . For any two such curves the ordinates are constant 
multiples of each other. In particular select the two intersections which 
correspond to p s = p s \ , pS2, the stagnation pressures on the two sides of 
the shock (Fig. 147b). Let P i and P 2 be the points on these two curves cor­
responding to the pressures pi and p 2 (i.e., those points whose projections 
are Qi and Q2 respectively). Then the line PiP2 is tangent to both curves. 
For when the velocity vector q corresponds to points on the line Q1Q2 in 
Fig. 147a, it may be resolved into a constant component ν along O'S and a 
variable component u perpendicular to this direction. N o w (29) is derived 
from the Bernoulli equation, of which (2.21') is the differential form. Hence 

dp = — pq dq = — p[u du + ν dv] = — pu du 

on either of the curves in Fig. 147b. Thus the slope of the first curve at 
P i is (dp/du)i = —piUi and that of the second at P 2 is (dp/du)2 = — p2u2. 
These are equal by the first shock condition (3a). Moreover, the slope of 
the line P i P 2 is (pi — p2)/(ui — u2) which, according to the second shock 
condition (3b), is the same as the two previous slopes. Hence P i P 2 is the 
common tangent of the two curves. 

As Q2 moves along a given polar, P 2 moves in the tangent plane at P i 
to the pressure hill through P i , this hill being determined by p s i . For any 
given position of Q2, the point P 2 is the intersection of the vertical line 
through Q2 with this tangent plane. Once P 2 is determined, there is a unique 
pressure hill of the family (29) passing through P 2 , or in other words a 

ρ 

(a) (b) 

F IG . 147. Section of the pressure hill, (a) Vertical section with trace Q1Q2 , 
(b) Common tangent. 
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FIG. 148. Graph of stagnation pressure ratio versus pressure ratio. 

unique value of ps2 · 2 9 We conclude this section by obtaining explicit formu­
las for the ratio ps2/p8i . 

Since T8 is the same on the two sides of the shock and the flow is adiabatic 
there, we have 

\PsJ Vp/i/W/ \P i7\W ' 
Hence 

χ Pel - 1 / ( 7 - 1 ) ^ 7 / ( 7 - 1 ) 

λ = — = η ξ , 
ps2 

where, as in Sec. 3, η = p2/pi and ξ = p2/pi .* 
Equations (21) through (23) now allow us to express λ in terms of £, 77, 

f, Min or M2n alone. In particular, we have 

f*m\ \ - i / ( 7- i ) \h\ + ΐ"|Ύ/ (Ύ υ 

(30) λ = , Iv+Wj ' 

and Fig. 148 gives the graph of λ versus η. 

6. The deflection of α streamline by a shock 

The deflection δ of a streamline on crossing a shock is given by the angle 
QzO'Qi in Fig. 144, i.e., σι — σ2 . As Q2 moves along the polar in Fig. 145a 
from Qi to A this angle increases from zero to a maximum, and then de­
creases to zero again. Now we have seen that the shock polar is determined 
except for size and orientation by the Mach number Mx of the incident 
stream. Thus we conclude: For each value of M\, there is a maximum deflec­
tion which can be produced by means of a shock. This is analogous to what was 
found in Sec. 18.3 for the deflection of a stream by means of a simple wave. 

On a given polar there is a relation between the deflection δ and the in-

* From Eq. (1.7), λ = exp [(>Si — S2)/gK] so that it also represents the change 
in entropy. 

1.0 

λ 
0.5 

file:///Pi7/W'
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clination σι of the shock to the incident streamline. Thus from Eqs. (24), 
(25), and Fig. 145 we find 

tan δ 

If we write 

V 
U 

— 1^ cot σι 

= |"(gi ~ UA) + (gi - Ub) COtVi ] 

L Ua + UH COtAr, J 

(31) 

τι = cot σι = tan δ, 

cot σι . 

(7 + 1)Λίι 2 ' 

(2 = ι _ = ι _ JbL = 2 ( Μ * - ι) 

then this formula becomes 

(32) 
(en 2 + d )n 

(1 - cW + (1 - d ) ' 

For each value of M i there is a corresponding curve in the n,€-plane 
relating the deflection δ to the shock inclination σ ι , see Fig. 149. As Mi 
increases from 1 to <x>, c increases monotonically from —2/{y+ l ) t o O 
and d from 0 to 2/(y + 1). Thus for fixed positive η , Eq. (32) shows that 

I 
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ft 
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F I G . 149. Relation between deflection and shock angle for fixed incident Mach 
number. 
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e increases monotonically with Mi from 

Mr = 1: 
(7 + 3)r , 2 + (y + 1 ) ' 

to 

Μ ι = oo : 
2τι 

€ = 
( 7 + l ) T l * + ( 7 _ 1) ' 

and vice versa for η < 0. Every curve (32) which corresponds to a physi­
cally possible transition lies between these last two. Each such curve inter­
sects the η-axis at the origin and at the two points 

where ai is the Mach angle corresponding to Mi. The origin corresponds 
to the point A on the shock polar, and the other two points to the double 
point Qi . Hence for physically possible shocks our attention must be re­
stricted to the range 

the end points correspond to zero shock, for which σ χ = αϊ , 180° — αι as 
was seen before. Thus, as we found in Sec. 3, for each Mi the smallest pos­
sible angle between the shock line and incident streamline is the Mach 
angle c*i = arc sin 1/M\ ; the largest possible angle is 90°. The latter cor­
responds to η = 0 or normal shock. In both cases the resulting deflection 
is zero. 

The symmetry allows attention to be focussed on the range 0 :§τι ^ 
cot α?2, which corresponds to the top half of the shock polar. I t is clear 
from Fig. 149 that for each value of Μι , e has a maximum in this range. 
This is in agreement with the statement about δ which was made at the 
beginning of this section. The value of η for which this maximum oc­
curs is found from (32) by setting de/άτι equal to zero. I t is therefore a 
root of the equation c ( l — C)TI + (3c — 2cd — d)n2 + d(l — d) = 0 or 

η = ±V~d/c =  ± Λ / Μ Ι 2 - 1 = ± c o t αι , 

(33) ^ cot αϊ ; 

AT* + Λ τ , 2 + C = 0, 

where 

A = (γ + \)Μΐ + 2, 

Β = (y + 1)Λ/ Χ
4 + 2(y - \)M? + 4, 

C = - ( i l / , 2 - l)[(y- DMf + 2]. 

The roots of this equation which correspond to real τι are given in terms 
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of Mi by 

, 2 [ (γ + 1)M* + 2 ( 7 

T\ — cot σι — — — 
D M Γ + 4] 

(34) 
2[(γ + 1) M? + 2] 

, Mj* V(y + l ) [ ( y + l ) J f t « + 8(γ - 1 ) Μ ! 2 Τ Ί 6 ] 
2 [ ( T + l ) M t

2 + 2] 

and the root in question is the positive square root of this expression. A 
somewhat simpler expression is obtained for the sine of the angle σι at 
which maximum deflection occurs: 

(35) 
sin σι = 

[(7 + l) Μ ι - 4] 

, V(y +  Ι)[( Ύ + i ) ^ ! 4 + 8 ( 7 - DM? + 16] 

For each given Mi the maximum possible deflection, 5 m a x , of the stream­
line may be determined by first computing the position σι of the shock 
from (34) or (35), and substituting the result in (32) to obtain the corre­
sponding € = tan δ. A graph of 5m ax versus Mi is given in Fig. 150, and a 
few corresponding values in Table V I (Sec. 7 ) . 

I t is clear (see Fig. 149) that the maximum deflection increases mono-
tonically with Mi . Letting Μ ι —• oo we have from (34), n 2 —> 1/h2 and from 
(32), e —> (A 2 — 1)/2A = l/-\/y2 — 1. Thus a streamline cannot be deflected 
by more than arc sin (I/7) by means of a shock, whatever the incident 
Mach number may be. For 7 = 7/5 this angle is 45° 35'. 

The formula (32) can also be used to find r 2 = cot σ 2 in terms of η . 
Thus since δ = σι — σ 2 it yields 

T2 τι (cn2 + d)n 
1 + T i r 2 (1 - c )n 2 + (1 -d)' 

5 0 
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FIG . 150. Graph of maximum deflection angle versus incident Mach number. 
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F IG. 151. Relation between shock angles for fixed incident Mach number, 

so that 

(π 2 + 1)TI TI 
(36) 

where 

T2 = 

CI = — c 

- en 4 + (1 - c - dW + (1 - d) d n 2 + 4 ' 

(7 - 1 )M X
2 + 2 

(7 + l ) M i 2 ' di = 1 - d (7 + 1 )M X
2 * 

For each value of M i there is a corresponding curve in the ri,r 2-plane 
relating the inclinations σχ, σ 2 of the streamline to the shock before and 
after the transition, see Fig. 151. As Mi increases from 1 to 00, ci decreases 
monotonically from 2/(7 + 1) to 0, and di from 1 to (7 — l)/(7 + 1). 
Thus for each positive τι , (36) shows that r 2 increases monotonically with 
Μ ι from 

to 

Mi = 1: 

Μ ι = oo ; 

T2 
(7 + l ) n 

2n 2 + (7 + 1) ' 

( 7 + I ) 
T 2 - 7 7T TI , (7 - 1) 

and vice versa for n < 0. Every curve (36) which corresponds to a physi-
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eally possible transition lies between these last two. Each such curve in­
tersects the line r 2 = η at the origin and the two points (zbcot ai, dbcot αχ). 
Only the segment of the curve which lies between these last two points is 
of interest since for a physically possible shock the inequality (33) must be 
satisfied. 

The formula (36) was obtained by algebraic manipulation of Eqs. (3) . 
Now interchange of the subscripts 1 and 2 leaves these equations unaltered. 
I t follows therefore that interchange of these subscripts in (36) will yield a 
new formula, which is also a consequence of Eqs. (3) . Thus we obtain 

C 2 T2 2 + « 2 

where 

= 2 β = ( τ ~ 1)M2
2 + 2 

° 2 ( 7 + 1 ) Μ 2
2 ' 2 ( 7 + 1 )M 2

2 * 

This may be considered as an equation determining M2 at any point of the 
η , r2-plane. 

Consider the family of curves in the n ,T 2 -plane given by (37) with un­
restricted parameter M2. This family is the reflection in the line r 2 = η 
of the family given by Eq. (36) with the parameter Mi unrestricted. 
Now we have just seen that only those points lying between the lines 
r 2 = τι and r 2 = (7 + 1) 7-1/(7 — 1) correspond to physically possible 
shocks. Accordingly, only that segment of each of the curves (37) which 
lies in this wedge-shaped region is of physical interest. The bounds on σ2 

given in Sec. 3 can now be verified by considering the values of r 2 at the 
ends of this segment. 

In some problems it is the pressure ratio η across the shock, and not the 
Mach number Mi in front, which is known (see Sec. 23.4). The deviation 
of η from 1 is a measure of the strength of the shock front, as also are the 
deviations of the equivalent quantities ξ, f, M i n and M2n . From Fig. 143b 
we have 

η _ cot σι _ v/ui _ u2 _ 

τ 2 cot σ 2 v/u2 Ui ' 

which provides a relation betweeen σι, σ2 and the strength represented 
by f. N o w since σ 2 = σι — δ, we may replace τ 2 in this equation 
by (TI + e)/(l — c-τι). Then on solving for e we have 
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FIG. 152. Relation between deflection and shock angle for fixed shock strength, 

where 

= 1
 = Ζ = ^ + 1 

5 1 - f ξ - 1 ( Λ * - 1 ) ^ - 1 ) ' 

For each shock strength s, (38) represents a curve in the e,ri-plane, 
see Fig. 152. As η increases from 1 to oo , s decreases monotonically from oo 
to h2/(h2 - 1) = (7 + l )/2 . Thus for fixed positive η , (38) shows that e 
increases monotonically with η from 

η = 1 : 6 = 0, 

to 

V ' 6 ( 7 + l ) n 2 + ( 7 - l ) ' 

All points lying between these two curves correspond to physically possible 
transitions. Notice that the curve η = oo is the same as Mi = oo in Fig. 149. 

Equation (38) can also be obtained by setting Μ 2 = Min
2 ( n 2 + 1) in 

the coefficients c and d of Eq. (32) and using (21). 

7. Strong and weak shocks 

W e have seen that for each given supersonic state pi, p i , qi, 0i there is a 
simple infinity of states p2, P 2 , qi, 02 which satisfy the shock conditions. 
Thus at least one further condition is required in order to fix the state 2. 
In many problems (see Sees. 23.2 and 23.3) this condition consists in pre­
scribing the deflection δ = 0 2 — 0i of the streamline. W e assume, for def-
initeness, that the given value of δ is positive and also, of course, that it is 
no larger than 5 m a x . 
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When Mi and δ are known, (32) becomes a cubic equation for η . This 
cubic has just two roots lying in the range given by the inequality (33), 
(see Fig. 149). If δ = 5m ax these roots are coincident and there is just one 
possible inclination σι of the shock. In this case the state 2 is uniquely de­
termined. If however δ < o m a x these roots are distinct and there are two 
possible inclinations for the shock. T o each there corresponds a different 
state 2 behind the shock. The transition corresponding to the larger root 
(smaller σ ι ) will be called the weak shock for the given deflection, and that 
corresponding to the smaller root (larger σ ι ) , the strong shock.30 T o justify 
these names we notice that as η increases, Mil = Μι/(τι + 1) decreases, 
and therefore the pressure ratio p2/pi decreases, see (21). In Fig. 145a the 
weak shock is given by the position of Q2 nearer to Qi and the strong shock 
by the position nearer to A. As δ —> 0 the strong one tends to the normal 
shock and the weak to the zero shock. 

In general the flow behind the strong shock is subsonic and that behind 
the weak shock supersonic, see Fig. 149. However this distinction fails if 
δ is too close to £ m a x . T o prove this it is sufficient to show that for any 
Mi > 1 the positive value, δ 3 θ η , of δ for which the flow is sonic behind the 
shock (i.e., M2 = 1), is not equal to o m a x . We shall do this by showing that 
the value of η corresponding to δ 8 θ η is in fact always larger than that cor­
responding to δ ι η 8 Χ · Thus we shall also have proved that the flow behind the 
strong shock is always subsonic, see Fig. 149. 

According to (37), when M2 = 1 the angles σι and σ 2 are related by 

T l 2 r 2
2 + ( 7 + 1)* 

But r 2 can always be expressed in terms of η and Mi by means of (36). 
Thus on eliminating r 2 we find 

2n 2 + (7 + l ) ( c i T ! 2 + dif - (7 + l ) ( c i n 2 + dx) = 0. 

Hence for each Mi ^ 1, the value of η for which δ = δ 8 0 η is a root of the 
equation 

Άτι + Ετι + C = 0, 

where 

A = 2, 

Β = (γ + 1 )M! 4 - (3 - y)M,2 + 4, 

C = - ( M t
2 - 1 ) [ ( T - l ) M t

2 + 2]. 

The roots of this equation which correspond to real η are given by 
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T l 2 = C o t 2
 σ ι = - 1 [ (γ + Ϋ,Μΐ - (3 - y)M? + 4] 

(39) 2 

+ ^-V(y + l)[(y + \)MJ - 2(3 - y)MJ + ( γ + 9 ) ] , 
4 

and the root in question is the positive square root of this last expression. 
Equation (39) should be compared with (34), which gives the value of η 
for which δ = o m a x . Also the formula 

. 2 [ (γ + 1)Μι - (3 - 7 ) ] 
S m σ ι W 

V ( 7 + 1)[(7 + l)Mi 4 - 2(3 - 7) MJ + (τ + 9)] 
+ 4γΜι 2 

compares with (35). 
T o show that the value of η given by (39) is always larger than that 

given by (34) we consider the behavior of the functions f(x) = Ax2 + 
Bx + C and g(x) ~ Ax2 + Bx + C for χ > 0. Clearly f(x) and g(x) are 
both positive for sufficiently large a;, and f(x) — ^(x) = (7 + \)M2x(x + 1) 
is positive for χ > 0. Hence 0 (2 ) is negative when χ takes on the positive 
root of fix) = 0, but eventually becomes positive. Thus the positive root 
of g(x) = 0, given by (39), is larger than that oif(x) = 0, given by (34). 

Table V I gives o m a x , δ 8 0η and the corresponding values of σι for various 
values of Mi and 7 = 7/5. The corresponding curves in the ri,e-plane are 
indicated in Fig. 149. The difference between the two values of σι never 
exceeds 4°30'. Similarly o m a x — δ 8 θ η is never greater than 30'. 

As an example we consider a uniform stream with Mi = 2 which is to 
be deflected through an angle δ = 10° by means of a straight shock line 
OS through a given point 0, see Fig. 153. This value of δ is less than both 

T A B L E V I 

T H E DEFLECTIONS 6 m a x AND 5 8 0 n WITH CORRESPONDING 

V A L U E S OF σι (y = 7/5) 

Maximum Deflection M2 = 1 
Mi 

0*1 O m a x 0"1 Oson 

1.0 90° 0° 90° 0° 
1.5 66°36' 12° 6' 62°15' 11°41' 
2.0 64°40' 22058' β ΐ ^ ' 22°43' 
2.5 64°48' 29°48' 62°39' 29°40' 
3.0 65°15' 34° 4' 63°46' 34° 1' 
3.5 65°41' 36°52' 64°37' 36°50' 
4.0 66° 3' 38°47' 65°15' 38°45' 

οο 67°48/ 45°35' 67°48' 45°35' 
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F IG . 153. Deflection of a uniform stream by strong and weak shocks. 

Omax and δ 8 θ η for the given Mi . From (32) we find that the strong shock 
has an inclination of σι = 83°42' to the incident stream and the weak shock 
an inclination of σι = 39° 19'. These are indicated in the figure. The cor­
responding values of Min are 1.9879 and 1.2671, and hence from Eqs. (21) 
and (22) we obtain 

M2n = 0.5794 and 0.8032, 

^ = 4.4438 and 1.7066, 
Pi 

^ = 2.6487 and 1.4584, 
Pi 

The two values of σ2 are 83°42' - 10° = 73°42' and 39°19' - 10° = 2 9 Ί 9 ' , 
and the corresponding values of M2 are 0.6037 and 1.6405. 

Article 23 

Examples Involving Shocks 

1. Comparison of deflections caused by shocks and simple waves 

We first derive a result concerning the similarity of transitions through 
shocks and simple waves, which is useful in numerical problems involving 
these phenomena. Consider a compression through a simple wave in which 
an incident stream with Mi = 2 is deflected by 10°. From Sec. 18.2 we find 
for the state 2 after the deflection: p2/pi = 1.7052, p2/pi = 1.4640 and 
M2 = 1.6514. These values are almost the same as those given at the end 
of the last article for a deflection of the same amount through a weak 
shock. This can be understood from the following considerations. 

We wish to compare the transition through a weak shock front from a 
fixed state 1 to a variable state 2, with that through a simple wave. For 
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either of the transitions we may consider the state 2 to be a function of the 
variable deflection δ = 0 2 — 0i · Three similar properties of these two 
types of transition have been found. 

(a) T o the second order of the density difference p 2 — P i , the quan­
tity p/py remains constant across a shock. Through a simple 
wave it remains exactly constant. 

(b) The same relation, (22.3c') with fixed state 1, holds between p2, 
p 2 , and q2 for the two phenomena. 

(c) If a weak shock for which δ < 0 is compared with a forward wave, 
and a weak shock for which δ > 0 with a backward wave, then 
the coefficients of the first two terms in the expansion of q2 — qi 
in powers of 62 — 0i are the same for the two phenomena in each 
case. 

The first property was discussed in Sec. 14.3 and mentioned again in Sec. 
22.3; the second follows from the fact that (22.3c') is both a shock condi­
tion and an expression of Bernoulli's equation for the simple wave. The 
third is a restatement of the osculatory property of the shock polar and the 
two epicycloids through its corner given in Sec. 22.4. 

I t follows from (a) and (b) that the expansion property (c) holds also 
for p2 — pi and p2 — pi . Furthermore if F(p, p, g, 0) is any function of the 
state variables p, p, q, and 0 which has a Taylor series at pi, pi , qi, 0 i , 
then the same expansion property holds for F2 — Fx . Thus, for instance, if 
the transition takes place through a weak shock for which δ < 0 or through 
a forward wave, we may wrrite 

(1) F 2 - F, = F[(d2 - 0X) + i < ( 0 2 - 0χ)2 + O(0 2 - 0 X ) 3 , 

the two phenomena differing only in the term O(0 2 — 0 i ) 3 . Here F' and F" 
are the first and second derivatives of F with respect to 0 taken along a 
Γ ^characteristic; thus 

p' =
( l V ^ j . ^ d F . d ^ d F . d I ^ 

~a^dpa^d^dedqda~f 

where dp/άθ, dp/dd, and dq/dd signify the rates of change of pressure, 
density and speed with polar angle along a r +-characteristic in the hodo­
graph plane. Hence 

( 2 ) ="^ηαΙ-ρΛνρ+α^ρ) + βξ\ + βθ' 

since from Bernoulli's equation dp = —pqdq and on a r +-characteristic 
dq = q tan a dd. Likewise, if the transition takes place through a weak 
shock for which δ > 0 or through a backward wave 

(3) F 2 - F, = ' Λ ( 0 2 - 00 + ¥Fx{e* - 0O 2 + O(0 2 - 0O 3 
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where now the differentiation is along a Γ -characteristic, i.e., 

dF /λ\ ' P 4. Γ f d F , 1
 dF\ dF~\ 

The function F may, of course, contain pi, pi,qi , 0i as parameters. Also, 
from (2) and (4) it follows that if F (as a function of p, p, q, 0) is even in 
0 — 0i then 'Fi = — F[ and "Fx = F" ; this result is a consequence of the 
symmetry of the pair of Γ-characteristics through the point q i , in the 
hodograph, since this ensures that F varies with 0 — 0X on Γ + in the same 
way as with 0i — 0 on Γ~~. 

For example, consider the component of velocity after the transition in 
the direction of the initial velocity qi , which in Sec. .22.3 was designated 
by U. Then F = U = q cos (0 — 0i) is an even function of the deflection 
0 — 0 i . Applying the differentiation in (2) to this function we have 

F' = q [tana cos(0 - 0i) - sin(0 - 0 i ) ] , 

F" = 2q tan a i l - 7 . " j" ) tana cos(0 - 0i) - sin(0 - 0i) . 
L\ s m 2 2 a ' J 

On putting 0 = 0 : in these equations and substituting the results into (1), 
we obtain 

U 2 ~ g l = a (0 2 - 00 + 6(0 2 - 0 i ) 2 + O(0 2 - 0O 3 , 
Qi 

where 

a = t a n « 1 = v^i—ϊ> 

b = d- y + i) t ^ a i = <3 - t)M* ~ 8M° + 4 

sin 2 2α/ 4 ( M i 2 - l ) 2 

This formula applies if the transition is through a shock for which δ < 0 
or a forward wave. For the other case, the only difference is that a is to be 
replaced by —a. 

Suppose that now we restrict our attention to forward waves and shocks 
for which the deflection is negative. Let the final state be denoted by 2,1 
when the transition is a shock, and by 2,2 when it is a simple wave. Now 
(1) gives F 2 ,2 as a function of 0 2 along the Γ ̂ characteristic through (qi , 0 i ) . 

Hence, since this characteristic is also the r +-characteristic through 
(#2,2, 02.2) we may differentiate (1) to give 

Fl* = F[ + F?(0 2 - 00 + 0 ( 0 2 - 0 i ) 2 , 

/<2 = Fi + 0 ( 0 2 - 0 i ) . 

(5) 
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But F'2,i, F'li differ from F 2 , 2 , F 2 ,2 , respectively, by terms O ( 0 2 — 0 i ) 3 

since F' and F" are themselves functions of the state variables, see (2 ) , and 
the states 2,1 and 2,2 differ by this amount. Hence Eqs. (5) will hold also 
for F'2,1 and /^'ι . 

If now the flow passes through a second transition to a third state 3, we 
have 

(6) F a - F2 = F2(dz - θ2) + JF?(0 8 - Θ2)2 + 0(03 - 0 2 ) 3 , 

where, if the first transition is a shock F2 = F^.i, F" = F^'i, and if it is 
a simple wave F 2 = F 2 , 2 , F " = F ^ · In either.case 

F2 = F[ + F x ( 0 2 - 00 + O ( 0 2 - 0 X ) 2 , 
(7) 

Fl = F'[ + 0 (02 - 0 i ) . 

From Eqs. (1 ) , (6 ) , and (7) we now obtain 

F 8 - F i = (Fa - F 2 ) + (F 2 - FO 

= F i ( 0 3 - 0l) + \Fl(h " 0 l ) 2 + 0 ( 03 - 02 , 02 " 0 l ) 3 . 

Clearly the same argument may be extended to any number of transitions. 
If a fixed initial state 1 is connected to a variable final state 2 by a series of 

transitions, each of which is either a weak shock with negative deflection or a 
forward wave, then for any function F(p, p, q, 0) : 3 1 

(8) F2 - Fx = F ( ( 0 2 - 00 + ^ ( 0 2 - 0O 2 + 0 ( Δ 3 ) , 

where Δ is the biggest deflection (regardless of sign) caused by the transitions, 
and a prime denotes the differentiation in (2 ) . // each of the transitions is 
either a weak shock with positive deflection or a backward wave, then a similar 
formula holds with F[, F f replaced by fF\, " F i respectively, a prime now 
denoting the differentiation in (3) . Moreover, if F is an even function of 0 — 0 i , 
then F[ = - , F i and F? = "Fx . 

2. Supersonic flow along a partially inclined wall 

We consider now a limiting case of the problem discussed in Sec. 22.1. 
First the point A is chosen as the origin and the point Β removed to 

infinity. The fluid is therefore assumed to be passing horizontally across 
the positive ?/-axis at constant pressure p0 and density p 0 , and with uniform 
supersonic speed q0. These boundary conditions, namely 

a = α 0 , q = q0 > a0, 0 = 0 on χ = 0 for all y > 0, t 

are realized if the coordinate system is moved in the negative ^-direction 
with speed </o into the fluid at rest. 

Secondly, we consider a wall which slopes upwards at an angle δ0 for a 
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distance I to the point D, and then runs horizontally, see Fig. 154. The 
wall introduces the additional boundary conditions 

θ = δ0 > 0 on y — x tan δ0 for 0 < χ < I cos δ 0 , 

(9) 
θ = 0 on y = I sin δ 0 for χ > I cos δ 0 . 

This represents the limiting case of walls which have small curvature ex­
cept in the neighborhood of two points A and Z>, where the curvature be­
comes very large; such walls were considered in Sec. 22.1. 

The boundary conditions on χ = 0 determine a unique continuous solu­
tion above the line AC which is inclined at an angle a 0 = arc sin (a0/(?o) to 
the horizontal. This solution is represented in Fig. 154 by the set of hori­
zontal streamlines, and the figure is drawn under the assumption that δ 0 

is larger than the Mach angle a0. In this case it is immediately evident 
that this continuous solution is inconsistent with the boundary conditions 
on AD. Thus a flow pattern which includes a shock line must be sought. 

In Sec. 22.7 it was shown that provided δ 0 is less than a certain maximum 
(depending on Μ0) there are two possible positions for a straight shock A S 
(Fig. 155) which deflects the incident flow abruptly into the direction 
θ = δ 0 . W e shall not consider here a shock with subsonic flow behind it. 
Thus our discussion will be limited to values of δ 0 ^ δβοη and further­
more to the weak shock for such a value. 3 2 

In the hodograph plane (Fig. 155) the point P 0 with polar coordinates, 
q = qo, Θ = 0 represents the whole region of the physical plane in which 
q and θ remain constant. The end point P i of the shock transition lies on 
or outside the sonic circle on the upper half of the shock polar with corner 
at P 0 , and has the polar angle θχ = δ 0 . The straight shock front A S in the 
physical plane is perpendicular to PoPi , and after passing through it the 
fluid particles move parallel to the wall AD. 

The deflected streamlines may be given a second deflection, equal and 
opposite to the first, by means of a simple wave centered at D, see Sec. 18.3. 
Two such waves are possible, a forward and a backward one, corresponding 
to the segments of Γ + - and r~-characteristics, P i P * and P1P2 , joining 

F I G . 154. Boundary conditions for which no continuous solution exists. 
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Pi to the <?x-axis. I t is clear, however, that if Pi lies too near to the point of 
intersection, /, of the polar with the sonic circle (i.e., δ0 is too close to δ 8 θ η ) , 
then the r +-characteristic through Pi will not reach the g z-axis and the 
point Pt will not exist. On the other hand the r~-characteristic through Pi 
will alwaj's intersect the gx-axis. For it is easily proved that this property 
holds for any sonic or supersonic point on the upper half of the circular 
limit polar A, corresponding to q0 —> qm . Hence it holds for any sonic or 
supersonic point lying above the </x-axis and within A. 

We therefore select the arc PiP2 of the r~-characteristic corresponding 
to the backward wave. The first of Fig. 155 shows the centered rarefac­
tion wave between the characteristic DS (perpendicular to the tangent at 
Pi) and the characteristic DW (perpendicular to the tangent at P 2). All 
particles cross DW horizontally and here the curved streamlines turn into 
straight lines parallel to the x-axis. 

In Sec. 22.3 we found that the angle between a nonzero shock and the 
streamline behind it is smaller than the Mach angle downstream. Hence 
the shock line AS, and the characteristic DS eventually intersect, as indi­
cated in the figure. Beyond the point S the solution outlined above is no 
longer valid, and the character of the flow is different. Since such a change 
can only take place across a characteristic, the flow pattern is bounded by 
the cross-characteristic ST of the simple wave, and its rectilinear extension 

The problem of determining the solution beyond VSTU is more difficult. 
TU. 

y 

o' 

FIG . 155. Supersonic flow along a partly inclined wall. 
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I t can be anticipated that a curved extension of the shock line AS will 
appear, but neither its shape nor the flow pattern behind it can be expressed 
in terms of known functions. In such cases one has to resort to numerical 
methods of integration based, for instance, on the use of characteristics of 
the equations of ideal (nonpotential) fluid flow and the shock conditions. 
The unknown shock line is determined step by step along wTith the flow on 
either side. The extensive computations involved can be carried out on high­
speed computing machines.33 (The basic theory of such flows will be given 
in Sees. 24.1 and 24.2; see also the discussion of Riemann's problem in Sees. 
15.4 and 15.5.) 

The full solution in the region VSTUDAV is shown in Fig. 155. The 
region is divided into four subregions with uniform horizontal flows in the 
triangles AVS and DTU, uniform inclined flow in the triangle ASD, and 
a centered simple wave in SDT. 

Analytically the flow regions are determined as follows. The inclination 
σ 0 of the shock AS to the rr-axis is found by replacing the subscript 1 by 0 
in (22.32) and determining the. larger positive root r 0 = cot σ 0 of the cubic 
equation in r 0 which results on setting e equal to tan δ 0 . Once σ 0 is found, 
the state 1 within the triangle ASD is determined from Eqs. (22.21) and 
(22.22), with the subscripts 1, 2 replaced by 0, 1. Thus with M()n = 
Mo sin σ 0 we compute Mln , pi/po , and pi/p 0 . The Mach number Mi behind 
the shock is then given by M i = M i n cosec σ χ = Mln cosec (σ 0 — δ 0 ) . 

The simple wave extends from the line DS, making an angle arc sin ( 1/Mi ) 
with the direction AD, to the line DW, making an angle arc sin ( 1 / M 2 ) 
with DU, where M 2 is the Mach number for which 

where r, φ are polar coordinates with origin at D. The state 2 in the tri­
angle DTU is known once M 2 has been determined. 

The distance of S from D is given by DS/sin σχ = //sin (αι — σι ) ; the 
equation of the cross-characteristic ST of the simple wave [see (18.11)] is 
therefore 

Q 2 = Qi + δ 0 . 

The equation of the streamlines within the wave [see (18.9)] is 

constant; 

(10) 

= (DS)2 sin 
οίι + δο — 2η f 

COS 
οίι + δ0 — 2η 

h 

since φ is measured from the direction DU. The distance DT is determined 
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from (10) by setting φ = a2 and solving for r. Finally the line TU has slope 
— arc sin (1/M 2 ) . 

As an example we consider the case M 0 = 2, δ0 = 10°. In Sec. 22.7 we 
found that for this Mach number the weak shock was inclined at an angle 
of 39°19'. The corresponding value of M 0 n was 1.2671 and behind the shock 
we had 

Mm = 0.8032, pi = 1.7066p0, P i = 1.4584p0. 

The corresponding value of M i was 1.6405. 
For this value of M i we find Qi = 106.0581°, so that Q2 = 116.0581°, 

to which corresponds M 2 = 1.9884 (see Table V in Sec. 18.2). The inclina­
tion of DS to AD is therefore 37°34', and that of DW to DU is 30°12'. 
For these values of M i and M 2 we have from Eqs. (8.15) and (8.16): 
px/p8 = 0.2215, p2/p8 = 0.1301, pi/p. = 0.3407, and p2/p8 = 0.2330 (see 
Table I in Art. 8 ) . * Hence 

p2 = 0.5875pi = 1.0026p0, 

p 2 = 0.6839 P l = 0.9975po. 

This example was used in constructing Fig. 155. 
I t should be noticed that M 2 , p2, p2 differ from M 0 , po, p0 by well under 

1 per cent. This is in agreement with the result obtained in the last section 
concerning successive transitions through shocks with positive deflection 
and backward waves. In the notation of that section 0X = 0 2 = 0, Δ = 10°. 

The above arguments hold whether δ0 is greater or smaller than a0 (pro­
vided δ0 ^ δ 8 ο η for the given M 0 ) . I t remains to be checked that even 
when the point D lies below the Mach line AC in Fig. 154 (as it does in 
the example given) no continuous solution exists which satisfies the bound­
ary conditions (9) . The argument is completely analogous to that given at 
the end of Sec. 14.6 for the corresponding one-dimensional case. 

3. Supersonic flow past a straight line profile: contact discontinuity34 

In this example the fluid is supposed to be moving horizontally across 
the whole 2/-axis at constant pressure p0 and density p 0 , and with super­
sonic speed q0 : 

a = a0, q = qQ > aQ, 6 = 0 on χ = 0 for all y. 

The presence of the straight line profile AB in Fig. 156, of length I and 
inclination δ 0 , introduces the additional boundary condition 

0 = δ ο > Ο on y = χ tan δ 0 , for 0 < χ < I cos δ 0 . 

* This accuracy, which is not given by Tables I and V, is required for Sec. 3, where 
the present example is used. 
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This problem has features in common with the last one, and in particular 
it may be seen that there is no continuous solution on the upper side of the 
profile. As before we assume that δ0 ύ δ 8 0η for the given M0, and use a 
straight weak shock A Si to deflect the stream abruptly into the direction 
AB. Conditions before and after the shock are represented by hodograph 
points P 0 and P i , Fig. 156, with P 0 P i an arc of the shock polar with corner 
at P 0 . The deflection on the lower side of the profile is effected by means 
of a simple wave centered at A , and in order not to violate the boundary 
conditions on the y-axis, this must be a forward wave. The image of this 
wave is the arc P 0 P 2 of the r +-epicycloid through P 0 , and the lines AW2, 
AS* are perpendicular to the tangents of this epicycloid at P 0 and P 2 , 
respectively. I t is of course assumed that δ0 is sufficiently small for the 
epicycloid to meet 0'P\ (see Sec. 18.3). The uniform flow on the lower 
side of the profile is then represented by the point P 2 . 

The flow above the profile may be joined to the flow below by as-

y 

F I G . 156. Supersonic flow about an inclined straight line profile. 
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suming that a straight shock forms along an appropriate line BS2 and a cen­
tered backward wave SiBWi beyond BSi, the (^-characteristic through B. 

The uniform state of particles after passing through this simple wave is 
represented by a point P 3 lying on the r~-characteristic through P i , and 
that after passing through the shock by a point P 4 lying on the shock polar 
with corner at P 2 . The two points P 3 , Pa must satisfy two conditions: they 
must lie on the same ray through the origin O', in order that the direction 
of motion of all particles be the same behond WXBS2, and secondly their 
pressure values ρ must be the same. We now restrict the discussion to 
cases where P 4 lies on or outside the sonic circle, so that the flow behind 
the shock BS2 is sonic or supersonic. Under suitable conditions it is possible 
to satisfy the two requirements above by choosing the inclination of the 
shock line BS2 and the extent of the wave SiBWi appropriately. 

The values of the density, however, will not necessarily be the same for 
particles coming from above and below the profile. Thus the dividing 
streamline BC through Β will be a discontinuity line analogous to the one 
described in Sec. 15.2 for the one-dimensional case. As there, it will be called 
a contact discontinuity. I t is a characteristic of the ideal fluid equations 
(see Sec. 9.6). 

As we noted in Sec. 2, the shock line A Si meets the characteristic through 
Β above the profile. Similarly the characteristic AS2 intersects the shock 
line through Β below the profile. Thus, as in the preceding example, the flow 
regions are limited, namely by the cross-characteristics $ιΤΊ , S2T2 °f the 
simple waves, and their extensions TiU and S2CU. The problem of deter­
mining the flow pattern outside the region V1S1T1UCS2T2V2 is more diffi­
cult and as before numerical methods of integration must be employed. 3 5 

The flow patterns up to the states 1 and 2 may be computed as in the 
last section. I t is then easy, in principle, to determine the rest of the flow 
pattern. Let — δ (to be found) be the inclination of the straight dividing 
streamline BC to the profile AB. Then, according to (18.3) which governs 
the transition through the backward wave, and (8.16): 

Moreover by Eqs. (22.32) and (22.21), governing the shock transition 
across BS2, 

δ Qz - Qi, 
(11) 

δ — arc tan 
(CT2 + d)r2 

(12) 
(1 - cW + (1 - d) 9 
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where r2 (negative) is the cotangent of the angle ABS2. Here c, d must be 
computed from (22.31) with Mx replaced by M2 . The remaining problem is 
to determine those values of Μ·Α and r 2 for which Eqs. (11) and (12) yield 
the same value of δ and give ρό = p\. 

If M 3 and r 2 are allowed to vary in Eqs. (11) and (12) respectively, then 
the corresponding points (δ, p 3 ) and (δ, p 4 ) trace out two curves in the 
δ,ρ-plane, see Fig. 157, whose intersection gives the common values of 
deflection and pressure.36 For each δ0 these curves have the general shape 
shown in the figure, as may be seen by considering (11) as Mz increases from 
Mi to oo, and (12) as r 2 increases from —cot a2 to 0. I t is easily shown that 
for δο sufficiently small (depending on M0) the point Αι will lie between A2 

and At, so that the curves have just one point of intersection, and the latter 
will be close enough to A2 for it to correspond to sonic or supersonic state 4. 
For in the limit δ 0 - + 0 the distance A2A% = 2yp2(M2 - 1)/(γ + 1) -> 
2yp0(Mo2 — l)/(y + 1) > 0 and Αι —> A2 which is then the point of inter­
section of the curves, with M 4 = M2 > 1. In addition Ax lies above ^42 for 
δ0 > 0 since pi > p0 > p2 . The result now follows from the continuity of 
all functions involved with respect to δ 0 . 

Once this point of intersection is known, Μ3, which gives the inclination 
a 3 = arc sin (1/M 3 ) of BWi to BC, and r 2 , which determines the position 
of BS2, may easily be found from Eqs. (11) and (12). The streamlines in 
the backward wave region SiBTi are then given by 

see (18.9), where r, φ are polar coordinates with pole at B. 
In practice one would obtain this intersection by taking various values 

for δ in Eqs. (11) and (12), computing the corresponding values of p 3 and 
p 4 , and then interpolating for equality. A first approximation is obtained 
by noticing that on the lower side of the profile the transitions are a for­
ward wave and a shock with negative deflection. Hence from (8) , with 
F = p, we have 

where a, b are certain constants depending on the state 0 but not on δ0 or 
δ. Similarly 

constant; 

(13) V i - p„ = α(δ„ - δ) + 6(δο - δ ) 2 + 0 ( δ 0 , δ ) 3
: 

(14) ρ 3 - ΡΟ = - ο ( δ ο - δ) + &(δ0 - δ ) 2 + 0 (δ „ , δ ) 3 

for the transitions on the upper side. Thus 

p 4 - p 3 = 2o(i0 - δ) + 0 (δ„ , δ) 3 , 

so that the first approximation δ = δ0 (BC horizontal) will make p3 and pt 

differ by at most Ο(δ 0
3 ) . 3 7 
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As an example we consider the case M 0 = 2, δ0 = 10°. The flow over the 
upper side of the profile for the first approximation δ = δ0 = 10° was dis­
cussed in the preceding section. In particular (the suffix 2 of that section 
being replaced by 3) we found 

pz = 1.0026p0, Μ ζ = 1.9884. 

Similarly for the flow on the lower side of the profile we find, with δ = 10°, 

ρ* = 0.9995p 0, MA = 1.9862. 

Thus the approximation δ = 10° gives a higher value of pz than of p 4 . 
The true value of δ is therefore slightly larger, see Fig. 157. For δ = 10°6' 
the corresponding values are 

where now p4 exceeds pz. By linear interpolation we find the second ap­
proximation δ = 10°2'. Any desired accuracy can be obtained by repeating 
this process with more accurate pressure values. Thus in this example even 
though the stream is initially deflected upwards, the dividing streamline BC 
is inclined downwards. 

The corresponding values of the Mach numbers are Μ ζ = 1.9894 and 
MA = 1.9850, and the common value of the pressures pz = ρ A = 1.0011p0 · 
The reader should compute for himself the values of p2, ρ2, M2, pz, p4 and 
determine the positions of the characteristic BTi and the shock line BS2. 
I t will be found that the density ratio pi/pz is very close to unity so that 
the discontinuity across BC is in fact insignificant, even though we started 

pz = 0.9970p 0, 

p 4 = 1.0052p0, 

Μ ζ = 1.9920, 

Μ A = 1.9822, 

Ρ 

F IG . 157. Pressure-deflection figures for flows behind profile. 
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with a sizable deflection δ0 = 10°. The numerical values of the present 
example were used in constructing Fig. 156. 

The pressure force on the profile is 

(pi - p2)Z = (1.7066 - 0.5480)p0Z = 1.1586pA 

and it is directed downwards perpendicular to AB. Notice that no 
knowledge of the states 3 and 4 is required to determine this force. In gen­
eral we may write in analogy to Eqs. (13) and (14) 

P2 — Po = αδ0 + b50
2 + Ο(δ 0

3 ) , 

Pi - Po = -aS0 + 6δ0
2 + Ο(δ 0

3 ) , 

so that pi — p2 = — 2αδ0 + Ο(δ 0
3 ) . According to (2) the constant a is equal 

to —poQo2 tan cto = —yMopo/y/Mo2 — 1. Hence the pressure force on the 
profile is 

VMT^-iPol + o i S o ) -

For the above example the first term in this expression gives the value 
1.1285ρ0£, which is about 3 per cent too small. 

4. Behavior of a shock at a wall (oblique shock reflection)38 

In this section we shall discuss another example on the basis of the deflec­
tion theory developed in the preceding article. The present example comple­
ments that of the head-on reflection of a shock at a wall which was treated 
in Sec. 15.1. 

Assume (see Fig. 158) that a fixed plane wall is set at an oblique angle to 
the direction of motion of a one-dimensional shock front whose strength is 
constant and in front of which the gas is at rest. After the shock has passed, 
the gas moves towards the wall, whereas at the wall it must move parallel 
to it. The problem is to find a flow pattern behind the shock which satisfies 
both these boundary conditions. 

Since the velocity of the shock is constant the line of intersection of 
shock and wall moves parallel to itself along the wall with constant velocity. 
In a system of coordinates moving with this velocity, the shock is effectively 
at rest and the wall is moving tangential to itself. If the 2-axis is now taken 
along the line of intersection, then since the boundary conditions are in­
dependent of both ζ and t, we may treat the problem as one of steady flow 
in the x,y-p\&ne. 

In this plane (see Fig. 159) the straight line OS represents the shock 
front incident to the wall WOW at an angle ω. The gas in front of the shock 
is now mo/ing along the direction of the wall, and the streamlines are 
vertical straight lines which continue below OS in a direction inclined 
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y 

W 

FIG. 159. Shock reflection viewed from moving coordinate system. 

towards the wall. A t the wall the velocity must be vertical, and hence the 
streamline through 0, the point at which the shock front meets the wall, 
must remain vertical. Under suitable conditions a solution satisfying this 
requirement is obtained by assuming another shock line OS, making an 
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angle ώ with the downward vertical, across which the streamlines again 
change direction so as to become vertical once more. Then according to Sec. 
22.7 there are two possible positions for this second shock and hence two 
values of ώ for each suitable ω. In contrast to the example in the last section 
we shall in the present case be able to specify precisely the conditions under 
which such a solution is valid. 

An observer at rest with respect to the (now moving) wall first sees the 
shock OS moving obliquely towards the wall, and then the shock OS mov­
ing obliquely away from the wall. This phenomenon is known as oblique 
shock reflection. The term "reflection" suggests the symmetry condition 
ώ = ω. We shall see however that this condition can be satisfied only for 
one particular value of ω. For very weak shocks it can be satisfied ap­
proximately for all values of ω. 

In the hodograph plane (Fig. 159), the fluid state above the first shock 
is represented by a point 1 on the g^-axis. The point 2, corresponding to the 
state after the first shock, lies at the intersection of the shock polar with 
its corner at 1 and the line through 1 making an angle 90° — ω with the 
g^-axis. The point 2 will also be denoted by Ϊ to indicate that it represents 
flow in front of the second shock. The point 2 (representing the state after 
the second shock) must lie on the shock polar with corner at Ϊ and in 
addition on the g^-axis, since we require the streamlines to be vertical again 
after the second shock. There are in general two possible positions for the 
point 2, one corresponding to a weak reflected shock and the other to a 
strong reflected shock. The figure shows the ώ corresponding to the weak 
shock. 

T o fix the state 1, we note that the shock OS is characterized by its 
strength, which may be represented by η = ρ2/ρι , and its angle of incidence 
ω to the wall. Then Eq. (22.21), with Min = Mi sin ω, determines Mi and 
hence the point 1, so that the construction of the last paragraph can be 
effected. Our task is now to compute ώ and the pressure ratio η across the 
second shock as functions of ω and η. T o this end we initially replace η by 
δ, the deflection of the streamlines caused by either shock in the x,?y-plane. 
Equation (22.38) gives the relationship between δ, η and ω. 

W e ηολν derive two equations, one connecting M2 , δ, ω and the other 
Μτ , δ, ώ. By elimination of M2 = Μτ we then obtain a relation between 
ώ, ω and δ. The equation in M2, δ, and ω is obtained from Eq. (22.37) by 
writing η = cot ω and 

r 2 = cot (ω — δ) = 6 , e = tan δ. 
1 — €Τι 

On solving for M2, we have 
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The second equation is obtained from this one by changing the subscripts 
1 and 2 to 2 and Ϊ respectively, and at the same time e to — e: 

( 1 6 ) MY
2 _ _ TZ(T*2 + 1) 

(A2 - 1)(€2 + 1) (1 + e r 2 ) [ e r , 2 - (h? - l ) r , + hh] 9 

where clearly r 5 = cot ώ. 
The right-hand sides of Eqs. (15) and (16) become identical on setting 

τ2 = —τι. This possibility must be excluded since it corresponds to an 
equal and opposite transition immediately following the first, and such a 
transition would violate the inequality condition (22.16) for shocks. On 
equating these two right-hand members we obtain a cubic equation for r 2 

as a function of η and e. One root of this equation is r 2 = — τ1 and is to 
^e neglected; the two remaining roots satisfy 

(17) A r 2
2 + Br? + C = 0, T 2 = cot ώ, 

where 

A = (h2 — 2)erx
2 + (h2 - 1) (e 2 - l ) n - h2e, 

Β = -(h2 - l ) n [ ( € 2 - l ) T l - 2e], 

C = -h2e(n2 + 1). 

For each given pair of values ω, δ the two corresponding values of ώ are 
determined by this last equation. 

In order to express the coefficients A, B, C in (17) in terms of the original 
parameters ω and 77, we eliminate e from them by means of Eq. (22.38): 

( 1 8 ) * = _/ , • ,x 7 > S = 
θ(τι« + "ΐ) - Ί ' " (Λ» — i ) (n — ί ) · 

If a common factor — τ ι (τι 2 + l )/ [s ( r i 2 + 1) — l ] 2 of the three coefficients 
is ignored, they may then be written: 

A = s[(h2 - l)e -  {h* - 2)] ( T l
2 + 1) - 1, 

(17' ) Β = —(Λ 2 — l ) r , [ S
! ( r i ! + 1) - 1], 

C = fc2[s(r:2 + 1) - 1]. 

At one extreme we have η = 1 or s = « , for which (17) reduces to 

(19) T Z
2 — τχτ 2 = 0 , τ 2 = 0 or n . 

At the other we have jj = °° or s = h2/(h2 — 1) for which it reduces to 

(20) A„TS
2 + ΒΜτ? + C . = 0, 
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where 

A„ = 2hW + Qi + 1), 

P o o = -Ti[hW + (2h2 - 1)], 

= h2[hW + 1]. 

The graphs of ώ versus ώ corresponding to Eqs. (19) and (20) for y = 7/5 
are indicated by broken lines in Fig. 160. They intersect at the points: 
ω = ώ = 0°; ω = 0°, ώ = 90°; ω = ώ = ωο where 

ω 0 = arc cot Λ / ( Τ + 1)/(3 - y) = 39 014'. 

For each value of s between the extreme values, the corresponding graph 
of ώ versus ω passes through these three points and lies in the region en­
closed by the broken lines. Two such curves, for η = 1.25 and η = 5, are 
drawn in the figure. 

For each value of s there is a maximum value of ω (minimum of n ) 
beyond which (17) has imaginary roots, and a solution of the type con­
sidered does not exist. The condition for this maximum is the vanishing of 
the discriminant B2 — 4 AC, and with ζ = (τ2 + 1) it becomes 

Dz" - Ez2 + Fz - G = 0, 

ω (degrees) 

F I G . 160. Angle of reflection versus angle of incidence for selected incident shock 
strengths. 
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where 

D = (ft2 - i ) Y , 

Ε = (ft2 - 1 ) V + 4ft2(ft2 - l )s 3 - 2(Λ 4 - 2Λ2 -

F = 2(ft2 - 1) (3ft2 - l ) s 2 - 4ft2(ft2 - 3)s + (ft2 

G = (ft2 + i ) 2 . 

These maximum values of ω are plotted versus pi/p2 ( = I/77) in Fig. 161 
for 7 = \. T o any point which lies on or below this curve there corresponds 
a solution of the kind indicated in this section. 

5. Properties of the reflection 

T o find the pressure ratio η = ρ^/ρτ across the reflected shock we elim­
inate e between (18) and its analogue for the second shock, namely 

= TJ _ = h2 + f\ 
* " sir,2 + 1) + 1 ' S " (Λ 2 - DO? - 1) ' 

This last equation is obtained from (18) by changing the subscripts 1 and 
2 to 2 and I respectively, and at the same time e to — e. We then obtain 

F IG . 161. Incident angle and pressure ratios for which reflection is possible. 
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0.7 

10 20 30 40 50 60 
ω (degrees) 

F IG . 162. Total pressure ratio versus incidence angle for η = 1.25, 5. 

which expresses s in terms of τλ, s and the appropriate root r 2 of (17). In 
Fig. 162 the graphs of pi/pz = 1/ηη versus ω are plotted for the two values 
η = 1.25 and η = 5, with the direction of increasing ώ indicated by arrow­
heads. They show that as ώ increases, the total compression p^/pi across 
the two shocks initially decreases slightly and then increases indefinitely. 

For fixed ω, the Taylor developments of the larger root of (17) through 
terms of the first order in (η — 1), see (17'), and of fj, see (21), through 
terms of the second, give 

r 2 ^ τι + Κ(η — 1), Κ = 
(Λ2 - l)n 2 - Ifi 

η ~ η + L(T? — l) 2, L = — 

τι(Λ 2 + 1) ' 

( η 2 - l ) ( n f + Λ 1) 
(Λ* + lW(ri2 + 1) 

These formulas apply to the weak reflected shock. According to Eq. (22.23) 
the corresponding development for the density ratio is 

7 
i ) 2 

T o an observer at rest with respect to the wall, the incident and reflected 
shocks will have velocities of propagation c and c which satisfy 

(22) c cosec ω = c cosec ω, 
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this being the condition that the point of intersection of the two shocks 
should always lie at the wall. Thus c/c = (η + ΐγ/(τ2

2 + 1)* has a 
Taylor development 

- ~ i ^—(y, - 1). 

The equivalent formulas in the case of a strong reflected shock are left for 
the reader to derive. 

The principal results concerning oblique shock reflection are as follows: 
The weak as well as the strong reflected shock can have an appreciably differ­
ent inclination to the wall from that of the incident shock, and considerable 
increases of pressure and density may be caused by the reflection. The former 
implies also that the velocity of propagation of the reflected shock may be 
appreciably different from that of the incident shock, see Eq. (22). For each η 
there is just one value of ω for which the reflected shock can have the same in­
clination to the wall as the incident shock, and this value is independent of η. 

The results in Sec. 15.1 concerning the head-on reflection of a shock can 
be recaptured by considering a limiting case. Thus as ω —» 0, i.e. η —> oo, 
we see from (17') that A = 0 ( n 2 ) , 3 = O(n), C = 0 ( n 2 ) , so that the 
larger root of (17) tends to infinity with η such that 

2)· ( 2 3 ) n - 1™ \ - J) - ( t f - D . - f r . -

In addition e —* 0, according to (18), in such a way that erx tends to 1/s. 

Hence from (15), or (16), we see that 

T o an observer who is at rest with respect to the wall, the flow behind the 
incident shock will be perpendicular to the shock, and its Mach number, 
M2 say, different from M2. However, since he moves in the ^/-direction, 
components of velocity perpendicular to the wall are unaltered. Hence 
M2 cos co = M2 sin δ, so that M2 and M2e tend to the same limit. If we 
denote this limit by M2 itself, we find from (24) 

From (22), (23), and (25) it follows that 

c 2(h2 - l)S + (h2 - 2) 
c ~* 2(h2 - 1)S - (h? - 2) * 

This result agrees with Eq. (15.3') when c is replaced by — c' in the limit, 
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since clearly M2 is the M2 of Sec. 15.1. W e leave it for the reader to verify 
that the limiting pressure and density ratios are given by Eqs. (15.4') and 

One interesting result can be deduced without knowing these limit ratios 
explicitly. From (21) we find that in the limit 

This is also the form taken by Eq. (21) when η = r 2 = h/\/h2 — 2 . Since 
s and s are simple functions of η and η respectively, this means that for 
each η the pressure ratio across the reflected shock is the same for the oblique 
reflection ω = ώ = ω 0 as it is for head-on reflection. For ώ < ω0 (see Fig. 162), 
p-z/pi is less than that for head-on reflection, while for ώ > ω 0 it is greater. 

6. Intersection of two shocks 

A simple example of the interaction of shocks occurs when two shock 
lines intersect. Assume that fluid crossing the segment A Β of the 2/-axis 
(Fig. 163) is in a state of uniform supersonic motion: q = q0 , 0 = 0, ρ = p0 , 
ρ = po, a = a0 < q0 . Consider two shocks located on oppositely inclined 
lines AC and BC, the first causing the state (/ο,0,ρ0,Ρο to change to 
qifihPhPi where 0i > 0, and the second causing it to change to q2fi2, 
p2,p2 where 02 < 0. 3 9 A t the line χ = x0 passing through C, the particles 
below C have speed qi, direction 0 Χ , pressure pi and density px , while those 
above C have q2, 0 2 , p2, p2. In the hodograph plane, Fig. 163, these two 
states are represented by two points 1, 2 lying on the shock polar with 
corner 0 at (q0, 0) , with chords 01 and 02 perpendicular to AC and BC 
respectively. 

Under suitable conditions, we can find a flow pattern for χ > x0 which 
satisfies all requirements by assuming that two new shock fronts (reflected 

(15.5')· 

maximum 
y 

Β 

A 
X 

F I G . 163. Intersection of two shocks crossing a uniform stream. 
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shocks) form along appropriate lines CD and CE through C. The two states 
of the particles after passing through these second shock fronts will be 
represented by two points 3 and 4; the point 3 lies on the shock polar with 
corner at 1 (the line 13 being perpendicular to CD), and 4 on the shock 
polar with corner at 2 (the line 24 being perpendicular to CE). The two 
points 3 and 4 must satisfy the same two conditions as in Sec. 3, and again 
the dividing streamline CF through C will, in general, be a contact dis­
continuity. 

I t is easy, in principle, to find the values of q, 0, ρ, ρ after the second 
shocks, when the states I and 2 are given. We simply apply Eqs. (22.21) 
and (22.32) to the transitions across CD and CE. Using ρ and 0 to denote 
the final values of the pressure and stream inclination, we obtain 

Λ Λ ι , {CT\ + d)ri 
Θ = 0i + arc tan 

/ χ (1 - cW + (1 - d) ' 

( 2 6 > Γ 2yM? 1 ] 

V P l L(7 + D i n 2 + 1) A2J 

for the transition across CD, and 

0 = 02 + arc tan 

(c 'r 2
2 + d')r2 

(1 - c'W + (1 - d') 

( 2 ? ) Γ W 
P P i L (T + 1 ) ( T 2 2 + i ) 

for that across CE. In these equations η and r 2 are the cotangents of the 
inclinations of CD and CE to the streamlines in ACD and BCE respec­
tively, the first being negative and second positive; the primes in Eq. (27) 
indicate that Mi , in the definitions (22.31) of c and d must be replaced 
by M2. 

By eliminating η between the two equations (26) and r 2 between the 
two equations (27), we obtain two relations between 0 and p, one for the 
transition across CD and the other for that across CE. The angle 0 is easily 
eliminated between these last two equations to give a single equation for p. 
Once ρ has been determined, the second equation in (16) yields r i , and the 
second in (17) r 2 ; the first in each pair will then give the common inclina­
tion 0 of the streamlines between CD and CE. In addition the density 
ratios p3/pi and p 4/p 2 across the two reflected shocks can be determined from 
(22.23), since the corresponding pressure ratios p/ρι and p/p2 are known. 
Hence the two densities p 3 and P4 below and above the discontinuity line CF 
can be computed. Finally the Mach numbers on either side of this line can 
be found from (22.22). 

In practice, the common values of 0 and ρ in (26) and (27) are found in 
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the same way as for the example discussed in Sec. 3. A first approximation 
to 0, which is accurate when all four shocks are very weak, is obtained by 
using the results of Sec. 1. Thus although the theorem at the end of that 
section does not apply here (the transitions concerned being of different 
kinds) we can adapt the theory to the present example. 

We note that if F does not depend on 0 explicitly then neither does 'F 
nor F', and these two derivatives differ only in sign: fF = — F', see Eqs. 
(2) and (4 ) . Consider the flow below C. Then for the transition of positive 
deflection across the shock CA, we have according to Eq. ( 3 ) : 

and for the second transition, of negative deflection, across the shock CD, 
Eq. (1) gives 

(29) Fz- = F[{fl - 0i) + \Fi{fl - 0 i ) 2 + 0 ( 0 - 0O 3 . 

Now in (28) we may replace F by F' and F " successively to obtain 

Hence on substituting into (29) and adding (28) to the result we find 

(30) F 3 - F0 = Fo(6 - 200 + ±Fo ( 0 - 20O 2 + 0 ( 0 - θ1, 0 X ) 3 , 

and similarly 

(31) Ft - F0= -F'o(e - 20 2) + iFo(6 - 20 2 ) 2 + 0 ( 0 - 0 2 , 0 2 ) 3 . 

In particular we may take F = p. Then on equating the right-hand sides 
of (30) and (31) we see that for the pressure to be the same above and be­
low the discontinuity line CF, the inclination of that line must satisfy 
θ - 20! = - (0 - 20 2) or 

(32) 0 = 0i + 0 2 , 

to the second order in the deflections 0X , 02 . Another way of stating this 
result is to say that the deflections caused by diagonally opposite shocks are 
approximately equal. 

As an example we take M 0 = 3, 0X = 20° and 0 2 = —10° with y = 7/5. 
Then in the usual way we find for weak shocks CA and CB: Mi = 1.9941, 
Vl/pQ = 3.7713 and M2 = 2.5050, p2/p0 = 2.0545. With the first approxi­
mation 0 = 10° we obtain p/ρι = 1.7050 across CD and p/p2 = 3.2158 
across CE. Thus 

(28) Fi - F 0 = - F ^ 0 i + ^Fo0i 2 + O (0 i 3 ) , 

F[ = F'o - Fo0i + O (0 i 2 ) , 

F i = Fo + O(0i ) . 

0 = 10°: 
Vo 

6.4301 across CD, 
6.6069 across CE. 
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This indicates that the correct value of θ is somewhat smaller. We therefore 
try 

_ οΛίη' V — 6.5400 across CD, 
Vo ~ 6.4946 across CE. 

By linear interpolation we obtain the second approximation θ = 9°44' 
and this gives p/p0 = 6.52, correct to two decimal places, across both CD 
and CE. The corresponding density ratios are p3/po = 3.56 and p4/po = 
3.61 so that 

P3 

which differs very little from unity. Similarly the difference between M 3 = 
1.63 and M 4 = 1.66 is very slight, so that the discontinuity is insignificant 
even though we started with large deflections θχ, θ2. These values were 
used in constructing Fig. 163; the apparently equal spacing of the stream­
lines throughout DC Ε illustrates the weakness of the discontinuity CF. 

Finally, we must consider the conditions under which the present solu­
tion is valid. If the two shocks AC, BC have equal strengths, so that they 
also have equal and opposite inclinations, then the solution will be sym­
metric about the horizontal line through C. This dividing streamline may 
be replaced by a fixed wall, and then we have the oblique reflection prob­
lem of the last section. Thus, in this case, it is sufficient that the strength 
η of the shock AC and its inclination ω to the horizontal determine a point 
in Fig. 161 lying on or below the curve. We have seen that when the point 
lies below the curve there are two possible flow patterns. Now consider the 
case of unequal shocks. Their strengths and corresponding inclinations 
determine two distinct points in Fig. 161. A continuity argument similar to 
the one given in Sec. 3 shows that if one of these points lies below the 
curve and the second lies sufficiently close to the first, then there are 
again two solutions of the present kind. This may be seen by considering 
the curves in the 0,p-plane given by (26) and (27) when η and r 2 are al­
lowed to vary (see the curve ρ = p 4 in Fig. 157). The same figure also shows 
that whenever there is one such flow pattern there is in general a second. 
One of these corresponds to a pair of strong reflected shocks, and the other 
to a pair of weak reflected shocks. The approximation (32) applies to the 
latter. In particular we can always obtain these flow patterns for suffi­
ciently weak shocks AC, BC. 

This gives an indication of some conditions under which our solution is 
valid. On the other hand it is definitely not valid when either of the shocks 
AC, BC is the strong shock for the deflection it produces. For the flow 
behind a strong shock is always subsonic (see Sec. 22.7) whereas the flows 
in front of the reflected shocks must be supersonic. 
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Article 24 

Nonisentropic Flow 

1. Strictly adiabatic flow of an inviscid fluid 

In all the examples discussed in the preceding article, solutions could be 
given in terms of regions of uniform flow or simple waves, separated by 
straight shock lines or straight characteristics. I t is clear that problems 
with more general boundary conditions cannot be solved in this way. For 
instance, in the example discussed in Sec. 23.2 the solution was obtained 
in a limited region only. The state of the fluid on the boundary of this 
region forms a set of boundary conditions on the flow beyond, for which 
we anticipated that a curved shock line would be required. In this section 
we shall investigate the nature of the inviscid flow behind a curved shock 
line. 

In Arts. 16 through 21 the theory of steady plane inviscid flow was de­
veloped under the assumptions that the fluid was elastic and the motion 
irrotational. Both these assumptions are realized when the motion is isen­
tropic and the Bernoulli function Η is constant throughout the flow. Such 
is the case for the strictly adiabatic flow behind a straight shock when the 
incident flow is uniform. For the total head Η is the same for all particles 
behind the shock by (22.19), and since the values of p2,p2 are the same at 
all points of the shock, see Eq. (22.17), so also is the entropy. However, if 
the shock is curved the flow after it will not be isentropic since the values 
of p2, P2 depend, for each particle, on the slope of the shock line at the point 
where the particle reaches the transition, see Eq. (22.17). On the other hand 
the total head is still constant behind the shock. There is no longer an 
over-all relation between ρ and ρ after the shock since different particles 
have different values of entropy. The condition of strictly adiabatic flow 
for the region behind the shock leads, as was seen in Sec. 1.5, only to the 
condition 

(ί) (ξ = ο, 
dt 

where S, the entropy or any given function of the entropy, is a known func­
tion of ρ and p. 

T o study the inviscid flow behind a shock—or any inviscid flow for 
which ρ is a given function of ρ only for each particle—we must first find 
an equation to replace (6.17). This equation was obtained from Newton's 
equation (1.1) by writing grad Ρ for (grad p)/p and using certain vector 
identities. This can only be done for an elastic fluid and we therefore seek 
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another way of transforming (grad p)/p. According to Eqs. (2.11) and 
(2.23), which relate the three functions /(p, p), C/(p, p), and S(p, p), we 
have 

dl = dU-*tdp + ^ = TdS + d-V. 
Ρ1 Ρ Ρ 

Hence for the actual changes occurring in the flow, we have 

- grad ρ = grad I — Τ grad S, 
Ρ 

which provides the necessary transformation. 
In Eq. (6.17) grad Ρ must now be replaced by grad I — Τ grad S. The 

equation then reads 

(2) ^7 + ( c u r l q X q) = Γ grad S - grad gH, dt 

where 

(20 Η = 1 . 

For steady flow this reduces to 

(3) curl q X q = Τ grad S - grad gH.A0 

Note that in the derivation of this equation we have not used the specify­
ing condition (1). I t is a consequence of Newton's equation and the First 
Law of Thermodynamics. We shall now investigate Eqs. (2) and (3) quite 
generally. Later the discussion will be restricted to steady plane flow and 
in particular to the problem formulated at the beginning of this section. 

In strictly adiabatic steady motion Eq. (1) reads q«grad S = 0. Thus 
the vectors curl q X q and grad S are each perpendicular to q, and hence, 
see (3), the same is true for grad gH. In this case the derivative of Η along 
a streamline is zero, and Η is therefore constant along the line. 4 1 Now the 
total head Η differs from Η only in having / replaced by P, and as we saw 
at the end of Sec. 2.5 the latter differ, in strictly adiabatic motion, by' at 
most a constant for each particle. Hence Η remains constant along a stream­
line and we recapture Bernoulli's equation (2.20'). 

For isentropic motion S = constant, and there is an over-all (ρ, p)-rela­
tion. Then P, which differs from / by at most a constant for each particle, 
will differ from it by at most an over-all constant. In (2) we may then put 
grad S = 0 and replace Η by H, so as to recover Eq. (6.17), which is* valid 
for an arbitrary elastic fluid. The latter equation has already been dis­
cussed in Sec. 6.5. 
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Since Η may be used in place of Η whenever the motion is strictly 
adiabatic, it may be called the total head or Bernoulli function in this case. 

We now consider steady flow which is not necessarily strictly adia­
batic, and the vanishing first of grad Η and then of curl q in Eq. (3). If Η 
is constant throughout the flow, then the equation becomes 

(4) curl q X q = Τ grad S. 

This means that grad S is perpendicular to both q and curl q. Thus: In 
the steady motion of an inviscid fluid throughout which Η is constant, the 
surfaces on which the entropy has constant values are composed of streamlines 
and vortex lines. An important consequence of (4) is the following. If also 
curl q = 0 throughout the flow then grad S = 0, and we can state: In the 
steady irrotational motion of an inviscid fluid throughout which Η is constant, 
all particles have the same entropy. In Sec. 6.5 we saw that the converse is 
not necessarily true. 

Returning to Eq. (3), we now suppose that the motion is irrotational: 
curl q = Ο. Then Τ grad S = grad gH, so that 

curl (T grad S) = grad Τ X grad S = 0. 

Thus either the flow is isothermal: grad Τ = 0, or it is isentropic: grad S = 
0, or the surfaces on which Τ has constant values coincide with those on 
which S has constant values. In strictly adiabatic flow the first and third 
alternatives imply that both S and Τ remain constant on streamlines. Since 
according to Eq. (2.12) S and Τ are not functionally related, this means 
that the pressure ρ and density ρ also remain constant on the streamlines. 
The second alternative implies, by (3), that Η is also constant throughout 
the flow. In any irrotational, strictly adiabatic, steady motion of an invis­
cid fluid, either the particles carry constant values of ρ and p, or the flow is 
isentropic with constant total head.*2 

For a perfect gas I = U + p/p = yp/(y — l )p, according to Eqs. (2.13) 
and (2.23). Hence Eq. (22.19) should more strictly read Hi = Η2, since 
there is not necessarily any connection between the expressions for Ρ on the 
two sides of the shock. Thus if in the steady motion in front of a plane shock 
Η = constant, as in the case when the motion is uniform, then Η = con­
stant after the shock for strictly adiabatic flow. If in addition S is not 
constant after the shock, as occurs in the case mentioned when the shock 
is not straight, then the motion is rotational after the shock. This follows 
from the second result above. For uniform incident flow the strictly adiabatic, 
steady, plane motion behind a curved shock is rotational™ 

In strictly adiabatic steady flow both // and S are constant on each 
streamline, and we may assume that their variation from streamline to 
streamline is determined by the boundary conditions in any particular 
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problem. If the motion is not only steady but also plane, we may introduce 
(as in Sec. 16.2) a stream function ψ(χ,ν) to satisfy the equation of con­
tinuity: 

(5) pg, - - , Pqv = - - . 

Now we have seen that (5) implies that φ remains constant along stream­
lines. Thus S and gH are functions of ψ alone, say F ( ^ ) and G(^ ) , which are 
determined by the boundary conditions. Also for plane motion, the vortex 
vector curl q has just a ^-component, ω say. Equation (3) therefore re­
duces to a scalar equation along the normal to the streamline, namely 

q\ dn 9 dn / ' 

q\ d\f/ d\p / dn ' 

Thus finally we have* 

(6) ω = p(TF' - G'), 

where primes signifiy differentiation with respect to ψ, and we have used 
Eq. (16.19): pq = θφ/θη. 

This result, essentially due to L. Crocco, 4 4 has the following interpreta­
tion. A material filament initially perpendicular to the z,?/-plane remains 
perpendicular and is therefore at each instant a vortex filament. By con­
tinuity its cross-sectional area is inversely proportional to p, and hence its 
vorticity is proportional to ω/ρ. Thus from (6) we may state: In a strictly 
adiabatic steady plane flow the vorticity varies linearly with temperature on 
any streamline. For isentropic flow, Fr = 0, the vorticity is constant, in 
agreement with Helmholtz' second vortex theorem (Sec. 6.4). 

2. Equation for the stream function 

We may now deduce an equation for ψ to replace (16.21) when the flow is 
strictly adiabatic but not necessarily elastic. Referring to Eq. (16.20) we 
see that dp/dn can no longer be replaced by adp/dn since there is no over-all 
(p, p)-relation. Instead we must proceed as in Sec. 15.6. Thus from S(py p) = 
F(\f/) we derive 

dSdp + dSd_R = F'ty) — = pqF\ 
dp dn dp dn W J dn μ ι ' 

* For a perfect gas, this shows that the mean rotation ω is a linear function of 
ρ and ρ on each streamline. 
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so that 

(7) 
dp , PqF' 
dn dS/dp' 

where as before 

(8) 
dS/dp = dp/dt 
dS/dp ~ dp/dt ' 

according to (1). 
A change must also be made in (10.200. The term dqn/ds cannot be 

replaced by dq/dn since the irrotationality condition (16.7) no longer 
holds. Now since dqn/ds — dq/dn = ω, we must write 

and use the expression in (6) for ω. 
When these two changes are made, the final equation for φ becomes 

As in Sec. 16.2 the left-hand side of this equation may be written in Car­
tesian form to give 

The left-hand member of (9) is identical with that of Eq. (16.21) but there 
the right member was zero. 

The right-hand side of (9) includes F' and G', which are known functions 
of ψ, as well as T, a and dS/dp, given functions of ρ and ρ which, by virtue 
of S(p, p) = F ( ^ ) , can be expressed as functions of ρ and ψ. Thus we still 
have to express p, qx , and qy as functions of ψ and its derivatives. From the 
definition of Η we have, on neglecting the gravity term, the Bernoulli equa­
tion 

('r + s^)-'w 

(9) 

(10) i g 2 + I = gH = 0(ψ), 

where / is a known function of ρ and ρ which can be expressed as a function 
of ρ and ψ from S(p, p) = F ( ^ ) . This equation, together with (5), serves to 
determine p, qx , and qy as functions of ψ, d^/dx and θψ/dy. Thus: Eq. (9) 
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Once q is determined from this equation, the density follows from (15) and 
then the velocity components from (5) and the speed of sound from (13). 

We return now to the general equation (9) and show how the correspond-

* That is, linear in the derivatives of highest order, see Sec. 9.4. 
t Here we must use the entropy S itself, and not a function of it as in Sec. 15.6. 

is a planar* nonhomogeneous differential equation of the second order in φ. 
I t plays a role similar to that of Eq. (15.23) in the one-dimensional non-
steady case. 

As an illustration of these calculations, consider the case of a perfect gas, 
for which the entropy S isf 

αϊ) s-f-e* i o g £ , 
(y - l ) py 

see Eq. (1.7). Then 

dS gR dS = _ ygR 2 = TP 
dp (y - \)p' dp (y - \)p' ρ 

and in this case the right-hand member of (9) is 

In addition / = yp/(y — l )p = a2/(y — 1), where in terms of ρ and ψ 

(13) a2 = yp"'1 exp [ ( 7 - \)F/gR\. 

Hence (10) becomes 

(14) U2 + P~1 β χ ρ[ (Ύ - WgR] = G. 
λ 7 — 1 

In order to determine p, qx, qy as functions of ψ, d^/dx, d\p/dy, we first 
express ρ in terms of q from (5 ) : 

and use this to eliminate ρ from (14). The resulting equation for q as a func­

tion of ψ, dyp/dx, d\p/dy is 

(16) Aq2 + J L = 1, 

where 

1 y exp [ (γ - DFffl/gR] Γ / ^ 2 ^·'-\2^~ι)Ι2 
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ing equation for the rotational motion of an elastic fluid can be deduced from 
it. Let the (p, p)-relation be written in the form S(p, p) = 0, and consider 
AS(P, p) to be the entropy function of the gas.* Then since the motion is 
isentropic, (9) will hold with Ff = 0: 

For isentropic motion / may be replaced by Ρ in the Bernoulli equation 
(10), so that it becomes 

(18) \q + P = gH = GM. 

This equation, together with (5 ) , serves to determine p, qx and qy as func­
tions of ψ, θφ/θχ, θψ/dy. We see that when Ρ is expressed as a function 
of p, the latter satisfies 

(180 ~ + P ( P ) = D, 
pl 

where 

Once ρ is determined, qx and qy follow from (5) and a from its expression 
as a function of p. In particular, if the motion is irrotational then G = 
constant in (18), and (17) reduces to (16.21). Even in this case the coeffi­
cients are not known explicitly as functions of ψ and its derivatives [see 
remark after (16.21)].f This completes the discussion of Sec. 16.2 and ex­
tends it to the case when irrotationality is not granted. 

An important conclusion which we can draw from (9) is the following. 
Since the characteristics of the differential equation depend only on the 
second-order terms, they are the same for (9) as for (16.21). Thus, real 
characteristic lines in the x,y-plane exist only for supersonic motion, Μ ^ 1, 
and then they are lines with inclinations θ db a, where a = arc sin (a/q) and 
a is the same function of ρ, ρ as before. Further conclusions analogous to 
those of Art. 16, however, cannot be drawn. The interchange of dependent 
and independent variables, the use of the hodograph, etc., are no longer of 
avail, since (9) is nonhomogeneous. 

The above conclusions concerning the characteristics also follow by con­
sidering Eqs. (22.1), (22.2), and (1) as a system of four homogeneous 

* The corresponding temperature and internal energy functions T(p, p) and U(p, p) 
are solutions of Eqs. (2.11) and (2.12). 

t Equation (18') shows that ρ and a are then functions of (θψ/dx)2 + (θψ/dy)2 

alone, and the coefficients are in fact independent of ψ itself. (See Note IV . 1.) 
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first-order equations for qx , qy , p, and p. For this purpose Eq. (1) is written 
out as 

<>'> f - « ' a = ·• 
see (8). Following Sec. 9.6 we find that the characteristics of the system 
are the streamlines and the two families of Mach lines. For the streamlines 
there are two compatibility relations, namely, (1') and the Bernoulli 
equation (10). Across the streamlines ρ and q may have discontinuities (see 
Note I I . 31), as we have already seen in Sec. 23.3. The compatibility rela­
tions on the Mach lines are 

dp ± pq2 tan a dd — 0, along a C±. 

However, we did not find the streamlines appearing as characteristics of 
Eq. (9). The reason is that we have assumed in the present section that S 
and Η are prescribed functions of φ. This leads to twTo new equations for 
the derivatives of the state variables normal to a streamline which, in 
conjunction with the above-mentioned system, are sufficient to determine 
these derivatives from given values on the streamline. 

I t was shown in Sec. 22.3 that the actual change in entropy across a 
shock is in most cases very small. Thus if the motion before the shock is 
isentropic with constant total head, if the shock is not too strong and if, at 
the same time, the variation of slope along the shock line is not large, the 
derivative G' will be zero and F' insignificant.45 Under these conditions one 
may, as a rule, consider the flow after the shock to be of the same type 
as that before the shock. 

3. Substitution principle. Modified stream function 

For the important case of flow behind a curved shock line with uniform 
incident stream, the entropy S varies from streamline to streamline but 
the Bernoulli function Η is constant. We shall now show that any strictly 
adiabatic flow of a perfect gas can be replaced by one with this property. 
Moreover the substitute flow has the same streamline pattern and pressure 
distribution as the original. 

Consider the equation of continuity and the two components of Newton's 
equation in natural coordinates (Sec. 16.1): 

dq _ _ dp 2 d0 _ dp 
PdTs~ ds' p q ds ~ ~ dn' 

These equations are satisfied by the set of variables q> 0, ρ, ρ in the χ, ?/-plane 
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corresponding to the adiabatic flow of a given gas. When these variables 
are replaced by \qy 0, ρ, ρ/λ2, respectively, the equations are still satisfied 
provided that λ is a function which remains constant along streamlines: 
d\/ds = 0. For the second flow has the same streamlines, so that the s- and 
η-directions are the same as before. Note however that the second set of 
variables need not necessarily correspond to a strictly adiabatic flow of the 
same gas. For the fact that S(p, p) is constant along streamlines does not 
imply that S(p, ρ/λ2) has the same property. Of course, another entropy 
function can always be found which will have this property for the second 
flow, i.e., the second flow may always be considered the strictly adiabatic 
flow of a suitable gas. 

We therefore have the following result: To each given strictly adiabatic 
flow in the x,y-plane there corresponds an infinity of such flows with the 
same streamline pattern and pressure distribution. These flows are obtained 
from the original by multiplying the velocity vector q at each point by λ and 
the density ρ by 1 /λ 2, where λ is any function whose level lines are the stream­
lines. Moreover since a2 = dp/dp, where differentiation is along a stream­
line, the velocity of sound is also multiplied by λ. The Mach number at a 
point is therefore unchanged by this transformation, so that all the flows 
are subsonic (or supersonic) in the same region. This is known as the 
substitution principled 

We have just seen that in general the character of the gas changes under 
this substitution principle; normally the entropy function cannot be the 
same in the two cases. An exception is the perfect gas, for which S(p, p) 
is given by (11). For if p/py remains constant along streamlines then so also 
does p\2y/py. In particular, by choosing λ proportional to p* lpl2y we make 
the second flow isentropic, since then p\2y/py takes the same constant value 
on all streamlines. Similarly the function gH = yp/(y — l )p + q/2 is 
multiplied by λ 2 in the substitute flow. Hence, in particular, if λ is chosen 
inversely proportional to H\ the corresponding function in the substitute 
flow will be constant throughout. Thus: If the original flow is that of a cer­
tain perfect gas then the substitute flows are also; in addition one of them is 
isentropic and another has constant total head. 

For strictly adiabatic flow of a perfect gas in which Η is constant 
throughout, the equations of the preceding section can be simplified. There 
is no loss in generality when we take this constant value of Η to be l/2g 
(this is equivalent to choosing units so that qm = 1). Then (1G) becomes 

(19) 

where 

(20 ) / ' exp [F(t)/gR] άφ. 
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Thus q is a function of (ΘΨ/dx)2 + (dV/dy)2 alone, and it then follows from 
(10) that the same is true for a: 

(21) a2 = (1 - g2). 

-1/ (7-1 ) 99 

From (5) and (15) we find 

(22) 

Note that the derivatives of Φ, unlike those of φ, are determined by the 
velocity components alone. The modified stream function Ψ was intro­
duced by L. Crocco. 4 7 I t has the property of remaining constant on stream­
lines, since it is a function of φ alone; unlike φ, however, it is discontinuous 
across shock lines. 

To find the equation satisfied by Ψ we compute the left member of (9) 
with Φ replaced by Ψ. Thus 

/ _ g,2\ θ2* qxqy a2* / qy
2\ θ2* 

\ a2/ dx2 a2 dxdy ^ \ a2 J dy2 

= ΓΛ - - 2 ^ J J L + ( i - rf\ 
W a2J dx2 a2 dxdy \ a2J dy2] άφ 

+ ΓΛ - * * \ /^Y - 2 Μ . ^ ^ + ^ ι _ ^ Λ ί^Υ] ^ 
L\ W W / a2 \ a2/ Vdy/ J άφ2 9 

= - ^ R [ a + ( y - 1 ) q ] d t + p q W ' 

where in the second step we have used Eqs. (5), (9), and (12). Now from 
(20) we have ά2Ψ/άφ2 = (F'/gR) άΨ/άφ, so that this last expression be­
comes 

Finally from (15) and (19) we find 

so that Ψ satisfies the equation 

α 2 / dy* 

= (q2 - α 2) , _ 2 x 2 / ( 7 - 0 dF 

ygR K q > d9' 
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All coefficients on the left-hand side of this equation depend on d^/dx 
and ΘΨ/dy alone [see (21) and (22)]. Apart from dF/άΨ, which is a given 
function of Ψ, the right member depends only on (d^/dx)2 + (d^f/dy)2. 

4. A second approach 4 8 

I t is possible to give a different approach to the problem of strictly 
adiabatic rotational flow. This parallels, to some extent, the discussion of 
adiabatic one-dimensional flow given in Sec. 15.7. 

If qx and qy times the equation of continuity (22.2) are added to the first 
and second components (22.1) of Newton's equation respectively, we ob­
tain 

^ (P + P?*2) + ~- (pq*Qy) = 0, 
(23) y 

These two equations allow us to introduce two new functions l(x,y) and 
v(x,y) such that 

dl = - pqxqy dx + (p + pqx
2) dy, 

(24) 

drj = ~ (p + pqy
2) dx + pqxqy dy, 

just as the equation of continuity permits the introduction of \l/(x,y) such 
that 

(25) άψ = — pqy dx + pqx dy 

[compare (5)]. Substituting from this into Eq. (24), we have 

(26) d£ = qxdψ + ρ dy, drj = qy άψ — ρ dx* 

We have seen that in strictly adiabatic flow the entropy S(p, p) is a func­
tion of ψ alone. This function, F ( ^ ) say, is supposed to be determined by the 
boundary conditions. Prescription of F therefore provides a relation be­
tween ρ, ρ, ψ throughout the flow. If any two of these three variables are 
selected as new independent variables in place of χ and y, then the third 
may be considered a known function of these two for any given problem. 
Moreover, (42) can be rewritten as 

(27) d£ = qxdψ - y dp, άη = qy άψ + χ dp, 

where ξ = ζ — py and η = η + px. We are thus led to select ψ, ρ as new 

* For an element of streamline άψ = 0, and d\, άη are the x- and ?/-components of 
the pressure force across the element. Hence the total changes in | and ή along a 
fixed boundary give the components of the force exerted by the fluid. 
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independent variables in place of x, y and to replace f, rj by ξ, η. In the new 
variables, we have 

(28) χ = δη/dp, y = -dt/dp, 

(29) qx = δξ/δφ, qy = δη/δφ, 

and Eq. (25) yields 

(30) 

dy dx _ 1 
dyy d\f/ ρ 

dy dx dp op 
Substitution from (28) in (30) gives 

(31) ^ _ ^ L + ^ J j L + i = 0 , 
d\f/ d\f/dp d\p d\//dp ρ 

< 8 2> 5 7 ^ + 5 7 ^ = 0, 

dp2
 dp2 as simultaneous equations for £, η as functions of ψ, p. In these equations ρ 

is considered to be a known function of φ and ρ; once a suitable solution of 
them has been determined, the position coordinates x} y and the velocity 
components qx , qy are given as functions of φ, ρ by (28) and (29), respec­
tively. 

Equation (32) has an immediate interpretation since it is equivalent to 
the second of Eqs. (30). I t expresses the fact that the lines in the physical 
plane on which φ is constant have the slope of the velocity vector, i.e. 
{dy/dp) / {dx/dp) = qy/qx. In order to interpret (31) we note that the left-
hand side may be written 

2 dp \\δφ) τ \δφ) J 

Thus the equation may be integrated to give 

<« \ K l ) ' + Gs ) ] + « * . » > - « « . 
where Ρ(φ, ρ) = Jp dp/ρ is g times the pressure head introduced in Sec. 2.5, 
the integral being taken with φ held fixed, and 0(φ) is an arbitrary func­
tion. Now according to (29) 
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so that (33) is the Bernoulli equation with G(yf/)/g the value of the total head 
Η on each streamline. As before we assume that this function is deter­
mined by the boundary conditions. 

Equation (33) may be written in the form 

(35) \f = <?(*) - Ρ(ψ, ρ), 

where the right member is a function of ψ and ρ determined by the bound­
ary conditions. Thus the Bernoulli equation expresses the fact that the speed 
q is a known function of ψ and ρ for any given problem. Having determined 
this function we may replace (31) by (34). 

On differentiating (35) with respect to ρ we find 

(36) - - - « ? -
Ρ dp 

N o w a is the rate of change of ρ with respect to ρ as a particle moves along 
a streamline, so that 

dp = _1_ 
dp a 2 ' 

since this derivative is taken with φ constant. Thus on differentiating (36) 
we obtain 

(37) M ' - l = p V 0 . 

The motion is therefore subsonic or supersonic according as d2q/dp2 is 
negative or positive. (Cf. Sec. 8.1) 

If (32) and (34) are solved simultaneously for θη/θψ and θ2η/θρ2, and η 
is eliminated from the resulting equations by equating θζη/δρ2θψ and 
θ*η/θψθρ2, we obtain a nonplanar second-order differential equation for ξ. 
This equation is of Monge-Ampfere type, but unlike that in Sec. 15.7 it is 
very complicated. Since (32) and (34) are symmetric in ξ and rj, the same 
Monge-Amp&re equation is obtained for η when ξ is eliminated from them. 

A simpler equation is obtained if ξ and η are expressed in terms of the 
stream direction θ(ψ, ρ). According to (29) we may write 

(38) ^ = q cos Θ, d£ = q sin Θ, 
αψ οψ 

and then (34) is automatically satisfied. By differentiating (32) twice with 
respect to ψ we obtain three equations from which ξ and η may be eliminated 
by means of (38). The resulting equation for θ is 

θψ2 θψ dp dp2 
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where 

q θφ dp' 
θθ ΘΘ 

C = -

F = — 
θθ_ Γ dzq _ ag / d 0 V 

dip [_ θψ dp2 θψ \dp/ 

2 
2 d0 d 0 ~ 

dp θψ dpj 

This equation, like (9) for ψ in the physical plane, is planar and non-
homogeneous. Its advantage in comparison with (9) is that the coefficients 
A, B, C, and F are known explicitly as functions of ψ, ρ, θθ/θψ, θθ/dp 
once the distributions of total head and entropy from streamline to stream­
line are given by the boundary conditions. For, by (35), the function 
q(yp,p) appearing in these coefficients is then known. In Eq. (9) there 
appear p, qx , qy which must be determined as functions of ψ and its deriva­
tives by means of (5) and (10), so that in general they are not known 
explicitly. 

5. The sufficiency of the shock conditions49 

In Sec. 14.2 it was shown that the shock conditions (14.2) and (14.9) 
are necessary conditions relating the initial and final states of an abrupt 
transition which is the limit of a one-dimensional nonsteady viscous flow. 
In Sec. 22.2 the same was shown for the shock conditions (22.3) and (22.16) 
in the case of steady plane flow. We shall now show that these conditions 
are, in a definite sense, also sufficient. T o this end we first discuss the one-
dimensional non steady case, and introduce a more convenient system of 
coordinates in the £,£-plane. 

We consider a given line S: χ = f(t), which is nowhere parallel to the 
x-axis, but otherwise arbitrary, and introduce a curvilinear coordinate sys­
tem whose coordinate lines consist of the parallels to the rr-axis and the 
curves obtained by translating S in the ^-direction (see Fig. 164). For one 
coordinate, CT, at a point Ρ we take the displacement in the x-direction from 
S, and for the other, β, we take the time t: 

(39) a = X - Sit) β = t. 

Thus 

(40) d_ 
dx 

d_ 
da' θϊ'θβ C W da' 

where c(fi) = ά/(β)/άβ is the slope of a = constant at Ρ (measured from 
the i-axis). 

The differential equations governing the simply adiabatic flow of a per-
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t 

t cS α  ^constan t 

F IG. 164. Curvilinear coordinates in the z,£-plane. 

feet viscous fluid in the χ,ί-plane are (11.2), (11.3), and (11.4'). Η Eqs. (40) 
are introduced into them we obtain 

(41a) A [ P ( « - c)] + || = 0, 
da θβ 

(41b) P(u - c) p + Α ( ρ - σ'χ) + ρ ψ = 0, 

da da: d/3 

P(« - «0 A [A2 + - J * r l + A [ m ( p _ ο _ K ] 

da Ι 2 7 — 1 J da 

where Κ = k dT/da and, according to (11.6), σχ = μ 0 du/da. These equa­
tions are similar to (14.4), (14.5), and (14.6). The derivative d'/dt appear­
ing in the latter is equivalent to d/dβ. I t was not necessary to introduce 
there the new coordinate system explicitly. 

We now magnify the α-coordinate in the ratio 1 : μ 0 , i.e., we introduce a 
new independent variable s = α / μ 0 , assuming for convenience that μο is 
constant. Under this change of variable Eqs. (41) become 

(42a) « L W „ _ e ) ] 

/.ΟΙ \ / λ du . d , / ν du 
(42b) p(u - c) — + — (ρ - σ«) = - M o p ^ , 

ds ds dp 
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(42c) 

, λ θ Γη2 , gR S\ . d 
ds |_2 7 — 1 J ds + f [«(p - σί) - Κ] iL Γ— 4- g R Τ θβ |_2 γ - 1 J' 

where 

(43) 
/ du 

The right-hand side of each of Eqs. (42) has the factor μ0 which, as we saw in 
Sec. 11.5, is extremely small for air (and other gases). Let now the right-
hand sides be replaced by zeros, and consider a solution of the resulting 
equations in which u, p, p, and Τ tend to finite values at both s = — oo 
and s = + oo (each state depending on β). W e shall use subscripts 1 and 2 
for,these states, assigning 1 to s = — oo and 2 to s = + oo if u — c is 
positive, and vice versa if u — c is negative. Such a solution will be denoted 
by T(s, β) where the single symbol stands for the set of state variables. 
Then T(s, β) is called a shock transition solution of the original Eqs. (42), 
with respect to the line Sand the states 1 and 2. I t depends implicitly on the 
viscosity coefficient μ 0 through the variable s which is 1/μ0 times the dis­
placement from S. 

If the right-hand members of Eqs. (42) are replaced by zeros, the resulting 
equations no longer contain derivatives with respect to β, and are in fact 
equivalent to Eqs. (11.8), governing the one-dimensional steady flow of a 
perfect viscous gas, when μ 0« = a stands for x, u1 — u — c for u, and par­
tial for ordinary derivatives. This is easily checked once it is remembered 
that c does not depend on s. Hence the solution of these equations follows 
the same lines as for Eqs. (11.8), except of course that now the integration 
constants m, C i , C 2 must be considered functions of β. 

With reference to Eqs. (11.8) we found that when the system possesses 
a solution in which the particles pass from a state 1 at χ = — oo to a state 
2 at χ = + oo, these states satisfy the shock conditions 

(44a) piUi = p 2^2 = m, 

(44b) pi + piu2 = p 2 + p 2^2 2 = Cm, 

(44c) \ u? + - J L - £ ! = J « , » + _ J L ^ £? = C 2 , 
2 7 — 1 pi 2 7 — 1 p2 

with m > 0, and also T2 ^ 7\ . 
We shall now verify the converse: if Ui, pi, pi and u2, p2, P2 are two sets 

of values satisfying (44), with m > 0, and the condition T27> Tx, then there 
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exist solutions of (11.8) in which the particles pass from state 1 at χ = — » 
to state 2 at a; = + ° ° . For let (44) now be the definitions of the constants 
tn, C i , C%, and rewrite (44b) and (44c) in terms of ν = u/2Ci2 and θ = 

« + ϊ ± Ί * = « + ν ? Γ - 1 * - % · 

These last equations are precisely Eqs. (11.21). In the notation of Sec. 11.4 
they express the fact that (vi, θ ι ) and (v2, θ 2 ) are the points of intersection 
of the parabolas λ = ± oo and λ = — 1 in the v, θ-plane, with the point 1 
to the right of the point 2 by virtue of the condition T2 = T\. Suppose now 
that υ{χ)} θ(χ) is any solution of Eqs. (11.14). Then u(x), T(x) as defined 
by Eqs. (11.13) will satisfy Eqs. (11.12). If now we define p{x) = m/u(x) 
and p{x) = gRp(x)T(x), then the four functions u(x), p(x), p(x), T{x) will 
satisfy Eqs. (11.9), (11.10), and (11.11) and hence Eqs. (11.8). But we have 
already seen in Sec. 11.4 that for ra > 0 there are solutions of Eqs. (11.14) 
in which ν, θ pass from state 1 to state 2 as χ increases from — oo to + oo . 
Any two such solutions are obtained from each other by translating the 
origin of x. Hence there are solutions of the system (11.8) in which u, ρ, ρ 
pass from their values in the state 1 at χ = — oo to their values in the state 
2 at χ = + oo . The graphs of u, p, and ρ versus χ for any two solutions are, 
respectively, translations of each other in the ̂ -direction. 

For ra < 0 the same result holds with the particles passing from a state 
1 at χ = + o o to a state 2 at χ = — oo . For ra = 0 the gas is at rest with 
uniform pressure and density. W e now combine these results and interpret 
them in terms of the original system of Eqs. (42). Let Ui, p\, pi and u2, 
p2, p2 be two sets of values of u,p, ρ depending on the time t, and S an arbitrary 
line in the x,t-plane, whose slope is denoted by dx/dt = c(t). Then the shock 
conditions (14.2) and (14.9) are not only necessary but also sufficient condi­
tions for there to exist shock transition solutions T(s, β), with respect to S and 
these two states, of the equations governing the one-dimensional nonsteady flow 
of a perfect viscous gas in simply adiabatic motion. For any two such solu­
tions the graphs of u, p, and ρ versus χ at each time t are translations of 
each other in the z-direction. 

A similar result holds in the case of steady plane flow. We consider a 
curve S in the #,i/-plane and this time introduce an orthogonal system of 
coordinates in which one set of coordinate lines are the normals of S, see 
Fig. 165. A coordinate line of the other set then cuts these normals at a con­
stant distance from S. Thus for one coordinate, a, at a point Ρ we may take 
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distance from Ρ to S along the normal, and for the other, β, arc length along 
S from a fixed point P0 to the foot of this normal. The equations governing 
the steady plane flow of a perfect viscous gas in simply adiabatic motion are 
then written in terms of these new coordinates and the corresponding 
components of velocity u and ν; a viscosity coefficient μο is introduced when 
the two-dimensional analogue of the viscosity assumption (11.6) is used to 
express the stresses in terms of the velocity gradients. In order to define 
shock transition solutions of this system of equations the normal coordi­
nate a is magnified in the ratio 1: μ 0 and then every term having a factor μ 0 

is replaced by zero. Three of the equations in the resulting system are found 
to be equivalent to Eqs. (11.8); the fourth expresses the fact that the com­
ponent of velocity, v, in the β-direction (i.e., parallel to S) remains constant 

y 

F IG . 165. Orthogonal curvilinear coordinates in the z,?/-plane. 

along an α-line. From this it is easily seen that the shock conditions, Eqs. 
(22.3) and (22.16), are not only necessary but also sufficient conditions for the 
existence of shock transition solutions, with respect to S and two sets of values 
of u, ν, ρ, ρ (depending on β), of the equations governing the steady plane flow of 
a perfect viscous gas in simply adiabatic motion. 

6. Asymptotic solutions of the equations of viscous flow 

In order to understand the role of these shock transition solutions it is 
necessary to investigate more carefully the connection between the viscous 
solution of a problem and its solution by means of the principles established 
in Sees. 14.2 and 22.2. Suppose that a specific problem, in the χ,ί-plane, say, 
has been solved by means of the equations governing the simply adiabatic 
flow of a perfect viscous gas, for all small values of μ 0 ^ 0. W e denote this 
family of solutions by S(x, t \ μ 0 ) , where as before the single symbol stands 
for the set of state variables. When χ and t are replaced in it by μ0$ + f^) 



24.6 A S Y M P T O T I C SOLUT IONS 441 

and β, respectively, in accordance with (39), this same family will be de­
noted by S(s, β; μ 0 ) . The dependence of the family on k is not indicated 
since for simplicity we may suppose that μο/k, which is proportional to the 
Prandtl number P, has the same constant value for all μ 0 . Suppose also 
that the same problem is solved according to the principle given in Sec. 
14.2; the asymptotic solution S0(x, t) satisfies the equations for strictly 
adiabatic flow of a perfect inviscid gas at all points of the ζ,ί-plane con­
cerned, except for lines S, across which the discontinuities in u, ρ and ρ 
satisfy (14.2) and (14.9). 

On the basis of the discussion in Sec. 14.1 we expect that for sufficiently 
small μ 0 , the viscous solution S lies close to S0 except in the neighborhood 
of S, where it changes rapidly in the normal direction, the total change 
being approximately equal to the jump in S0 across S [governed by Eqs. 
(14.2)]. Within the transition region S(x, t; μ 0) has derivatives which are 
unbounded as μ0 —> 0. I t is plausible however that derivatives of S(s, β; μ 0) 
are bounded. Then the right members of Eqs. (42) are of order μο, and we 
may expect S to lie close to a shock transition solution T(s, β) of (42) in 
this region. Now from Art. 11 we know that any fixed proportion of the 
total change in T(s, β) takes place in a distance of order μ0 [see the thick­
ness estimate (11.54), where according to (11.26) L 0 is proportional to μ 0]. 
Hence for successively larger proportions to be realized the interval must 
be of lower order than μ 0 , and this will be the case for S also. 

We now formulate this conjecture more precisely: Let ά(μ0) be a distance 
which tends to zero more slowly than μο , i.e., μο/ά(μ0) —» 0. Then by taking μ0 

sufficiently small we can ensure, with any preassigned accuracy, that 
(a) At points displaced more than ά(μ0) from S, the viscous solution 

S(x, t; μ 0) approximates S 0(x, t), and 
(b) At points displaced less than ά(μ0) from S, the viscous solution 

S(s, β; μ 0) approximates T(s, β), a shock transition solution with 
respect to S and the two sets of values of u, ρ, ρ attained on S by S0 . 

This of course has not been demonstrated in general. In the preceding sec­
tion we have however proved the existence of shock transition solutions 
postulated by (b ) . In other words, it has been shown that" (b) is not self-
contradictory; in addition we have made it plausible. The exact solution of 
Sec. 11.4 provides us with the only concrete example known so far for which 
this conjecture can be verified. 5 0 The problem consists in finding a flow for 
which u, ρ, ρ take on prescribed constant values Ui, pi, pi and u2, p2, p2 

at χ = — oo and χ — + °° , respectively, for all t, these values satisfying the 
shock conditions (44) with m > 0, and also T2 ^ Τι . In addition we require 
that u = %(ui + u2) at χ = 0, say, in order to fix S(x, t; μ 0 ) . The solution 
S0Or, t) consists of constant state values 1 to the left, and constant state 
values 2 to the right of S: χ = 0. The shock transition solution T(s, β) is 
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S(s, β; μ0) itself. This example does not depend on time, but one which 
does can be derived from it by superimposing a constant velocity c on the 
whole flow. 

The situation in the case of steady plane flow is essentially the same. Its 
exposition is complicated however by the occurrence of a second type of 
rapid transition region known as the boundary layer. 

These results apply equally well when μ 0 and k are functions of T, pro­
vided suitable bounds are put on their variations. 

Article 25 

Transonic Flow 

1. On some additional boundary-value problems 

In Arts. 17 and 20 we collected various examples of flows obtained by 
means of the hodograph method. Some of them, source flow, vortex flow, 
spiral flow, etc., were primarily examples of solutions of the basic equations 
and there was no attempt to satisfy boundary conditions. (Of course it was 
possible to find an a posteriori interpretation, e.g. for the flow between two 
streamlines considering the streamlines as walls.) An outstanding example 
of an exact solution of a given boundary-value problem is Chaplygin's jet 
problem. Various investigators have followed along similar lines. 

In Art. 21 we explained the general methods of Bergman and Lighthill, 
which enable us to generate stream functions reducing, as qm —> oo, to the 
stream function of a given incompressible boundary-value problem. W e 
shall discuss here some further results concerning flow around a profile and 
add some remarks on channel flow. 

(a) Remarks on flows past a profile. Even in the problem of flow without 
circulation past a circular cylinder the elegant solutions by means of an 
integral formula such as found in (21.23) or (21.37) are lost, if we 
study the flow beyond Μ — 1. 

In Sec. 21.3 we started with series expansions of the hodograph potential 
w 0 ( f ) ; in the case of a circle three such series were needed to cover the f-plane. 
We also found that the compressible flow could not be correctly obtained 
by "translating" each of these series into its compressible counterpart, by 
means of the method invented by Chaplygin for the jet problem, or by an 
equivalent method using a different factor / (n, n ) . The series obtained in 
this manner were not analytic continuations of each other; a correct pro­
cedure was to start with an appropriate branch of the compressible flow and 
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FIG . 166. Streamlines and lines of constant speed for flow around a circle-like 
profile derived from incompressible flow around a circle by Τ. M. Cherry. Μ = 0.51, 
7 = 1.405. 

to solve the mathematical problem of analytic continuation. (This was 
done in S^c. 21.3 by means of an integral representation; other procedures 
of analytic continuation are also available.*) 

Flows which for qm —> oo reduce to flow around a circle, Co, have been 
considered by several authors and by means of more or less different meth­
ods. Cherry 5 1 has carried out such a solution in detail. He assumes a free 
stream Mach number M 0 0 = Mi = 0.51 (τ 0 0 = η = 0.05) and the flow is 
continued beyond the sonic line, Μ 1 (r< = 0.17), the maximum Mach 
number of the flow being Μ = 1.39, r = 0.28 (Fig. 166). The figure shows 
that for small values of Μ, the contour C (the streamline ψ = 0) is very 
close to a circle Co ; at about Μ = 0.86 ( τ = 0.13) the contour C starts 
to deviate from the circle by exhibiting a smaller ordinate than the circle. 
The flow obtained is thus a flow past a symmetric oval C, which stays close 
to a circle. 

This flow around C does not encounter a limit line. If, however, the con­
tinuation of the solution inside C—which has no physical meaning—is com­
puted, a limit line appears at about ψ = —0.06, with cusp well off the con­
tour ψ = 0. Cherry has also obtained, 5 2 with the same condition at infinity, 
the flow past a slightly cambered cylinder (contour C is no longer sym­
metric to the x-axis, but slightly thicker above and thinner below the 
x-axis as compared to C). In this case, the maximum Mach number rises 

* See e.g. papers cited in Note 52. 
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to Μ = 1.56 and the eusp of the limit line comes quite close to C: at the cusp 
the Mach number is approximately 1.34. Of course, if the cusp were to 
break through the contour, there would no longer be a physically valid 
solution. For M 0 0 = 0.6 a flow (with Co a circle) has been computed showing 
a limit line which has actually penetrated the curve from the inside, while 
for parts of the contour where Μ ^ 0.5 the curve obtained differs little 
from a circle and no other limit line appears in the flow. I t should be kept 
in mind that we consider here for one and the same given contour P0 a 
family of flows (with the free-stream Mach number M°° as parameter); 
each of these reduces to flow about P 0 as qm —> <*>; however, the shape of 
P, i.e. of the profile determined, depends upon M 0 0 , so that in varying M°° 
we do not study various flows about the same profile. (This is also im­
portant for the evaluation of the so-called limit line conjecture. See Sec. 4.) 

Cherry has also shown how to proceed in the problem of flow past a circle 
if circulation is present. LighthhTs method in this case meets with certain 
theoretical difficulties.53 

Lighthill, as well as Cherry, has indicated a general method for continuing 
the flow around a contour into the supersonic region. (For solutions in the 
subsonic region see Sees. 21.3 and 21.4). As in the example of the circle 
these methods are based on series expansions of W o ( f ) and systematic pro­
cedures are given for finding the analytic continuation starting with an 
appropriate branch of the hodograph flow. Considerable practical diffi­
culties are encountered. 

Apart from these difficulties let us reconsider the basis of our investiga­
tions (cf. also beginning of Sec. 21.1). We started out to find a compressible 
flow past a given closed contour P0 ; in other words, we wanted a solution 
of the compressible flow equations with P 0 as a streamline. W e obtained, 
however, a family of flows depending on Μ00 as parameter, which, only as 
some representative quantity tends to a limit, has the given P 0 as a stream­
line. The shape actually obtained for the contour Ρ in the #,?/-plane depends 
on the value of and varies with it. One can conclude from the results of 
Bergman, Cherry, and Lighthill that for values of M 0 0 in a certain interval 
0 < Μ 0 0 < Μι, a purely subsonic flow around a closed profile P(Af°°) = PM 

in the physical plane obtains. One can even assert that for values of M°° in an 
interval beyond Μι, say Μι < M°° < Μ2 < 1 there exists a flow past a 
Ρ Μ , with an imbedded supersonic region. This value M2 may however be 
very close to Mi. The size of the supersonic region as well as the value of 
the maximum Mach number in that region depends on the value of M°° 
[in the interval (Mi, M2)]. On the other hand, when a hodograph solution 
is constructed, even by a completely correct analytic continuation, so long 
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as we are not certain of the value of Μ2 (and therefore whether the chosen 
M°° is less than i t ) , we cannot be sure that the final profile PM in the 
£,//-plane will be closed, without double point, etc. 

In practice, if one works out a solution to the end, actually determining 
the physical-plane flow and the curve Ρ Μ (as in Fig. 166), and if this Ρ Μ 
is closed, is not reached by a limit line, and is sufficiently close to P 0 , then 
of course one will have found an approximate solution of the original 
problem. 

(b) Remarks on channel flow. Consider a channel (we use the words duct 
and nozzle in the same sense), symmetric with respect to a straight axis, 
or center line, which we take as the rc-axis. In the so-called de Laval nozzle, 
there is a minimum cross section at the throat, at χ = 0, say; on each side 
of the throat the cross sections increase symmetrically. The contour is 
thus formed by two lines converging through the "entry" section to the 
throat, then diverging from the throat through the "ex i t " section. Two 
main types of flow can be distinguished, which we describe in the simplified 
one-dimensional or "hydraulic" way, where it is assumed (a) that we may 
neglect the deviation of q from the horizontal direction, and (b) that over a 
cross section normal to the center line the speed q and consequently 
pressure, density, etc., are the same. Then the flow may be either sym­
metrical with respect to the throat with subsonic velocities on both sides of 
it, and subsonic or sonic speed at the throat, or it may be asymmetri­
cal with subsonic speed on one side of the throat and supersonic speed 
on the other (at the throat the speed is sonic). 

In the symmetric type the flow starts from a state of high pressure with 
velocity zero at χ = — oo . I t then accelerates while expanding throughout 
the converging entry section, reaching its maximum velocity at the throat. 
Then it decelerates while being compressed and takes on zero velocity 
again at infinity. This is the simplified one-dimensional description. Ac­
tually, the velocity is not the same throughout a cross section. For given 
contour of a channel it is possible that the speed remains subsonic through­
out, even across the whole throat section; or, for the same contour, it may 
remain subsonic along the x-axis, the axis of the channel, while two super­
sonic "pockets" symmetric to both x- and ?/-axes form next to the wall, 
with the greatest speed reached at the wall. 5 4 Figure 167 shows curves of 
constant speed, the shaded regions representing the supersonic enclosures. 

A nonsymmetric type of channel flow occurs when the ratio of entrance 
pressure to exit pressure is above a certain limit. The velocity rises from 
zero at χ = — oo to a supersonic value to the right of the throat, while the gas 
is expanding.5 5 (Notice the previously mentioned fact that subsonic flow is 
compressed and supersonic flow expanded in a diverging section.) The lines 
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of constant speed are now quite different from those in the preceding case, 
as indicated in Fig. 168. A t the wall the sonic speed is reached upstream of 
the throat, and at the center line downstream of it. 

This flow exhibits a singularity so far not encountered in our examples 
of plane flow, namely a branch line. This singularity, typical of asymmetric 
channel flow, has been investigated by Lighthill and by Cherry. The 
phenomenon may be qualitatively understood if we follow in the hodograph 
the velocities along a transonic streamline.5 6 With the axis of the channel 
as the x-axis, qy = 0 everywhere along the center line of the channel so 
that the gz-axis in the hodograph is the streamline φ = 0 (Fig. 169). Con­
sider a streamline in the upper half of the channel, y > 0; in the subsonic 
region qy < 0 on this streamline; but on this same streamline in the super­
sonic region eventually qy > 0. Thus, each streamline intersects the line 
ψ = 0 at a second point, in addition to the hodograph origin from which all 
streamlines start. These streamlines intersect each other and they have an 
envelope. We know from the general theory, Art. 19, that this envelope is 

M>1 

F IG . 167. Symmetric channel flow with supersonic enclosures (shaded); lines of 
constant speed are shown. 

F IG . 168. Asymmetric channel flow with lines of constant speed. Sonic speed 
reached at wall upstream of the throat and at axis downstream of it. Vertical lines 
correspond to one-dimensional theory. 

M>1 

y 



25.1 SOME A D D I T I O N A L P R O B L E M S 447 

a characteristic Γ + . A symmetric family of streamlines exists with the sym­
metric Γ - as envelope. These two characteristics form an edge and its 
image in the .r,?/-plane is the branch line. The region (in the hodograph) 
between the Γ + and T~ is covered three times (Fig. 170). Through a point 
Ρ in the region with positive qy passes (a) a streamline which has cut the 
T~ (the £-line in Fig. 170) before reaching P, and then contacts the Γ + ; 
(b) one which crosses the Γ + , reaches Ρ and contacts the Γ - ; and (c) one 
which crosses the contacts the Γ + and then reaches P. 

Thus it is not possible to use g, θ as independent variables in an analytic 
treatment; however φ and ψ may replace them, and we may then expand 
q(«p, yp) and Θ(φ, ψ) in series in the neighborhood of a sonic point and substi-

F I G . 169. Hodograph with streamlines and branch line Γ + in transonic channel 
flow. 

I sonic l i n e \ c ) 

-ζ 
F I G . 170. Triply-covered region between branch lines in characteristic £,r;-plane 

for transonic channel flow. 
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tute these expansions in a system obtained by interchanging variables in 
(16.31). Figure 171 shows the region near the sonic point on the axis in the 
physical plane, as investigated by Lighthill and Cherry. The branch line 
consists of the characteristics Cb+ and C&~ curving toward the right from 
the point of contact with the sonic line. The continuation C+ of Cb

+ which 
(with an inflection point) goes down towards the left, is not a branch line 
[i.e. the Jacobian d(q, 0)/d(x, y) ^ 0], and the same holds for the symmetric 
continuation C~ of the Cb~. T o each point Ρ on the branch line C&+ belongs 
a q and a Θ (of course subject to the compatibility relation), and there is 
some point Q which has the same q and 0, therefore satisfying the same 
compatibility relation (Fig. 171 shows the line of constant q and that of 
constant θ through Ρ and Q); the same arguments apply to the CT and C~. 
T o the left of the C+ (C~), the correspondence between x,y and q,6 is one 
to one. In the hodograph the C&+ and C + are both mapped into one Γ + , 
the Cb~ and C~ into one Γ~, which appear respectively as one η-line, and 
one £-line, in the ^,^-plane. ( I t may be useful to visualize the mapping 
into the hodograph of a closed curve, such as a circle with its center at 
the sonic point of the x-axis. Outside the two branches of the edge the 
mapping is one to one. The image of the curve we are considering crosses 
the Γ + , continues between the two branches towards the Γ - , goes back 
again to the Γ + , then down again crossing the Γ~, and continues outside 
the two branches, forming a closed curve.) 

In regard to the problem of transonic channel flow as compared with 
the situation considered in Art. 21, the essential difference is the follow­
ing. There we could try to construct a flow along the lines of the corre­
sponding incompressible flow, a flow which had the incompressible flow 

— -•axis* straight 
streamline 

lines of 
constant speed 

F IG . 171. Sonic point of straight streamline as double branch point in transonic 
channel flow. 
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as its limit. In the present problem, however, there is no limit case to guide 
us. Cherry has successfully overcome this difficulty by constructing a flow 
which exhibits typical channel-flow properties as explained above. For this 
work we refer to the original paper. 5 7 

2. Problem of existence of flow past a profile5 8 

In preceding articles we have pointed out repeatedly that the non-
linearity of our basic equations was a source of essential difficulties. Such 
difficulties occur even if the problem is known to be entirely subsonic 
(elliptic) or entirely supersonic (hyperbolic). A second difficulty, the possi­
bility of a partly elliptic, partly hyperbolic problem, is not restricted to non­
linear equations..This may be seen in the example of the linear Tricomi 
equation, y(d2u/dx2) + (d2u/dy2) = 0, which is elliptic for y > 0 and hy­
perbolic for y < 0. (Chaplygin's equation (17.24) can be approximated by 
Tricomi's equation for values of σ close to zero, i.e., values of q close to 
qt.) However, since this equation is linear we can indicate in advance the 
regions of elliptic and of hyperbolic behavior and the transition line, namely 
y = 0. 

The deep-seated complication typified by the mixed flow of a compres­
sible fluid lies in the combination of transition and nonlinearity which 
makes the hyperbolic or elliptic character depend on the solution considered, 
so that the transition line also varies, depending on the solution. Further­
more, a particular solution is to be singled out by appropriate boundary 
conditions; but the boundary conditions appropriate to an elliptic problem 
are quite different from those for a hyperbolic problem. Thus we anticipate 
a new situation which has not yet been clarified, and which is at the basis 
of the difficulty of indicating correct boundary conditions for mixed prob­
lems, such as channel flow, flow past a profile, etc. 

T o fix the ideas, consider the flow past a profile and specifically the fol­
lowing situation:6 0 a steady uniform flow parallel to the a:-axis is disturbed 
by the presence of a body which has, in the z,?/-plane, a (convex) contour Ρ 
with continuously changing tangent and curvature; we suppose given a 
(p, p)-relation and a scale factor qm or a8 relative to which the velocity 
q*3 of the undisturbed flow is subsonic* Then, in analogy to the correspond­
ing boundary-value problem for incompressible flow past a smooth profile, 
we might ask: Does there exist a smooth potential flow (that is, a flow 
without viscosity and heat conduction, and also without shock discon­
tinuities) past the given profile Ρ which coincides at infinity with the given 
undisturbed flow? Specifically, does there exist a potential function <p(x,y) 
with continuous first and second derivatives which satisfies Eq. (16.14) 
everywhere outside the profile Ρ together with the conditions θφ/θη = 0 

* We consider here qm as fixed and q°° (or M°°) as a varying parameter. 
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along Ρ (where d/dn denotes differentiation in the direction normal to P) 
and, as ζ = χ + iy —> oo, the condition θφ/θχ —> q°, θφ/dy —> 0? 

Let g m a x denote the greatest velocity attained in the compressible flow 
under consideration; then with qm now fixed, g m a x depends on both q° and 
Ρ and satisfies qmax qm. If g m a x < qt, then the entire flow is subsonic; 
however, if g m a x is supersonic, the flow is necessarily mixed, i.e., transonic, 
since the velocity is subsonic at infinity, by hypothesis, and also at stag­
nation points on the profile. 

In the first case, that of purely subsonic flow, a potential flow always 
exists, just as in the case of the analogous incompressible problem. This was 
shown independently by L. Bers and by M . Shiffman.61 More precisely they 
have shown that to a given profile Ρ of the type described above there 
corresponds a subsonic velocity qi < qt such that, for q°° < q\, there is a 
unique solution of the boundary-value problem formulated above; more­
over, that this solution is purely subsonic: # m a x < qt, and, as q°° varies over 
the open interval from 0 to qi, the maximum velocity g m a x varies over the 
range from 0 to qt. (If the profile Ρ is symmetric with respect to the x-axis 
it can even be shown that g m a x is a monotonic function of q°°.) If q* = qi, 
then the velocity must be sonic at some point of the profile and if q"3 > q\, 
local supersonic speeds cannot be excluded; both the existence and unique­
ness proofs fail. 

A t present our main concern is the case of a subsonic q° > gi . W e ask 
whether a solution exists, in the form of a mixed flow including supersonic 
regions (where there may occur the type of discontinuities which we have 
found possible for hyperbolic problems) which is still a potential flow. 
More precisely, we ask whether, as q° varies over an appropriate interval 
beyond qi, there exist mixed flows past a given smooth convex profile P, 
in which the supersonic regions form enclosures, or "pockets' ' adjacent 
to the profile. (See Fig. 175, disregarding for the moment the lines OTi 
and OT2. See also Fig. 166.) This last requirement is based upon previous 
examples and on the fact that, in subsonic flow, the maximum velocity is 
attained on the profile. 

3. Apparent conflict between mathematical evidence and experiment. 

Certainly, smooth transonic flows can exist; in fact, we have studied 
several concrete examples of this type. In the absence of a mathematical 
existence proof, we begin with a survey of the properties of these known 
solutions, including also the somewhat analogous case of channel flow in 
which the walls of the channel replace the profile.* 

* However, in contrast to the problem of the profile the available space in ttie 
channel is limited. 
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F IG . 172. Two transonic nozzles derived from Ringleb's flow. 

In Ringleb's flow, Fig. 132, we may consider two streamlines as fixed 
walls, as in Fig. 172. We obtain in this way examples of smooth transonic 
channel flow; each nozzle shows a supersonic enclosure and there is a 
specific maximum speed obtained at one of the walls. For Fig. 172: q^l* is ob­
tained at the vertex of streamline 3, while q^l* appears at the vertex of 
streamline 4, and q^l* > q^l* ; on all streamlines q° = 0.* Actually we ob­
tain in this way a whole family of smooth transonic flows with varying g m a x , 
the corresponding maximum value of Μ being well above one. W e may 
choose as walls of our channels, smooth streamlines not reached by the 
limit line (as in Fig. 172a). Between such smooth walls the theoretical flow 
accelerates continuously from a subsonic through sonic to supersonic 
speed and smoothly decelerates again. 

An exact transonic flow solution, not of the pocket type, but rather of 
the type of the nonsymmetric subsonic-supersonic channel flow, is the 
mixed spiral flow between two streamlines (Sec. 17.4). We may also men­
tion the vortex flow between two concentric circles, separated by the circle 
where Μ = 1. In this flow there is no limit line. 

In Sec. 21.3 we constructed in detail a flow past a profile similar to a 

* Note that in this case q° (or ΛΓ 0 ) would not be an appropriate parameter. 
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circle and in Sec. 1 we discussed the work of Cherry and his students, who 
computed such flows with supersonic enclosures and also flows past pro­
files similar to other prescribed shapes (see Note 52). We also know that 
to a given profile Ρ there exists a speed qi, such that for g00 < qi only a 
purely subsonic flow past the given Ρ results. 

From general considerations and the results of Lighthill and Cherry we 
can add that, for each given P0, there exists a subsonic q2 > qi such that 
for any q00 in the interval between qi and q2 a transonic flow with super­
sonic enclosures is obtained about some smooth profile, P(q°°) = PQ . 
However, in all these examples of flows defined so as to reduce to flow past 
a given profile P 0 , as qm —> °° 9 the actual profile Pq, found by the indirect 
hodograph method, changes in shape with q°°. Hence, these results do not 
afford examples of flows past a given fixed profile Ρ for varying free stream 
speeds. (In the channel interpretation of Ringleb's flow the effect of chang­
ing profile is also observed, inasmuch as the shapes of the walls are changed 
as we consider regions of increasing g m a x ) . 

We mention in this connection interesting results found by S. Tomotika 
and K. Tamada by means of a procedure specially adapted to the region of 
transonic flow.62 The profiles they obtain vary with q°° (or M°°); they found, 
however, that for varying (subsonic) values of M°° ( M 0 0 = 0.717, 0.745 and 
0.752) the resulting profiles PM were almost identical. One may thus con­
sider their flows as an approximation to flow about a fixed profile for 
varying values of the parameter. 

Finally, flows past a given profile P, as well as various types of channel 
flow, have been computed by some of the usual approximation methods. 
We shall give a few results obtained by such methods inasmuch as they 
are of interest for the present problem. G. I. Taylor has computed a sym­
metric nozzle flow with supersonic pockets by means of a series expansion 
in the physical plane. 6 3 Another method, of which the idea is due to Prandtl, 
consists in an iteration procedure with the "linearized flow" (Prandtl-
Glauert method) as first approximation. 6 4 Arranged, by H. Gortler, in the 
form of an expansion in powers of a thickness parameter, it likewise pro­
duced smooth transonic flow patterns past given profiles; no obstacle seems 
to appear in the computations. Finally, H. Emmons successfully applied 
the classical method of replacing the original differential equations in the 
physical plane by difference equations and solving the resulting system of 
a finite number of algebraic equations by means of an iteration procedure 
(a method denoted today as "relaxation method") . Again, the numerical 
work could be carried through and some examples of potential flows with 
bounded supersonic regions were obtained. 6 5 

Thus we see: Exact transonic flows (spiral flow, Ringleb flow, etc.) exist 
for certain specific contours; flows with supersonic enclosures have likewise 
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been found (by means of hodograph methods) past contours determined a 
posteriori. Approximate solutions past given contours have been found by 
various direct methods. 

There seems, however, to be little experimental confirmation for the 
existence of such smooth mixed potential flows with imbedded supersonic 
regions. Smooth acceleration from subsonic to supersonic flow has been ob­
served. But the observed deceleration from supersonic to subsonic flow is 
not such as might be expected from the mathematical evidence. In general, 
the deceleration takes place in a nonisentropic way by means of a shock, 
although deceleration with no observed shocks has also been reported for 
values of q° not much larger than #i. 6 6 There is no mathematical counter­
part in the work discussed above (based on potential flow, which is revers­
ible) to the observed stormy deceleration, and to the general lack of 
smoothness in observed transonic flows.. Thus there seems to emerge a 
definite discrepancy between certain theoretical results and the observa­
tions. 

However, the experimental observations are made on a given fixed profile 
with some appropriate parameter, say being varied so as to generate 
a family of flows past the same profile*; whereas in our theoretical ex­
amples the profile PM changes along with M 0 0 . Comparing observations on 
flows about a fixed profile Ρ with mathematical results regarding flows 
about a sequence of varying profiles Ρ M presupposes the unproved assump­
tion that the essential features are the same for the two different situa­
tions. I t is possible that the difference between the two situations may be 
of minor importance, in view of results such as those of Tomotika and 
Tamada where almost identical profiles Ρ M were found for different values 
of M°°. However, as long as we have no more definite information on this 
point we cannot strictly speak of a discrepancy between observations and 
theory, since they do not refer to the same situation. 

4. Limit-line conjecture 

The general lack of experimental counterpart to the computed examples 
of smooth transonic flows points to a discrepancy between theory and ob­
servation, although it is true that in the computations we do not strictly 
reproduce the experimental situation. On the other hand, we note that 
some remarkable singularities are found in the mathematical study of 
flows, namely, limit lines. Can this furnish an explanation? 

Comments and suggestions of v. Karman, Tsien, Kuo, and others, 
prompted to a considerable extent by Ringleb's example, deal with this 
possibility. After enumerating some of the singular properties of limit lines 
(infinite acceleration, infinite pressure gradient, streamlines "turning back" 

* Similar comments apply to channel flow. 
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at the limit line and causing "a quite impossible flow pattern , ,, etc.) v. 
Karman concludes that of the fundamental physical assumptions, con­
tinuity and irrotationality, which underly our analysis, one must be un­
tenable. "Since the continuity cannot be violated, it must be assumed that 
the flow becomes rotational." This cannot happen in an inviscid steady 
compressible flow free of shocks. Thus the appearance of a limit line is 
considered by v. Karman as the (mathematical) criterion for the (physical) 
breakdown 6 7 of steady isentropic inviscid (irrotational) flow.* 

This idea, which is at the basis of the limit-line conjecture, has not been 
formulated as a precise statement but rather as a general conception which 
postulates for the problem under consideration a mutual dependence between 
observed physical shocks and computed limit lines in the flow field. (Other 
explanations based on quite different ideas have also been proposed by the 
same authors, in particular by Tsien.) Historically, the limit-line conjec­
ture is strongly connected with the actual investigation of the mathe­
matical properties of such lines; since these properties turned out to be 
of a very singular nature implying the breakdown of the smooth mathe­
matical potential flow, a relation suggested itself between this breakdown 
and the physical phenomenon of shocks. I t was then thought that the 
converse was also true, namely, that a physical shock implied a mathe­
matical "shock-solution", exhibiting a limit line. 

In more precise terms the conjecture may be described as follows. In the 
case of flow past a fixed profile, we know that if the Mach number at 
infinity is less than a certain Mi then all velocities are subsonic. I t is then 
generally assumed that there is a value M2 > Mi (which may be very close 
to Mi) such that for M 0 0 between Mi and M2 smooth mixed flows result 
which under certain circumstances should be of the "pocket type" . f I t 
is assumed on one hand that the physical flow, for these values of M 0 0 , 
is without shocks and on the other hand, that the Jacobian / = d(x, y)/ 
d(q, Θ) (or an equivalent determinant) is different from zero everywhere 
in the flow field. (For subsonic velocities this Jacobian is negative, except 
perhaps at isolated points.) If then M°° is further increased to M°° = M2, 
shocks will become manifest and at the same time, in the mathematical 
description of the problem, 1 = 0 will be found along some infinitesimally 
small arc of curve. This limit line will become more pronounced if Μ°° is 
still further increased. 

* Ringleb says that at the limit line there occurs a Stroemungsstoss and he calls 
the limit line Stosslinie, "S toss " being the German word for shock. 

f I t seems that this last point is generally assumed by analogy with the sim­
ilar fact which holds for flows past varying profiles and on account of results ob­
tained by approximation methods (Sec. 3) . At any rate, this assumption should not 
be considered as part of the "limit-line conjecture". 
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We shall see at the end of this section that a careful consideration of the 
various examples which were discussed in the preceding sections in fact 
does not support the limit-line conjecture. However, historically, the 
decisive criticism was of a purely analytical nature. K. O. Friedrichs has 
investigated the mathematical question (implied in the above-described 
conjecture): 6 8 Is it possible that / < 0 everywhere in the flow field for 
Μ00 < M2, but that for M°° = M2 we find 1 = 0 somewhere in the super­
sonic region (i.e., in the interior of the pocket or on the sonic line or on 
the contour of the body) ? His answer, derived under rather strong assump­
tions regarding the nature of the flow, is negative. (Friedrichs' work was 
preceded by results in the same direction due to A . A . Nikolskii and G. I. 
Taganov 6 9 which are of interest in several respects.) His result and proof 
were improved by A. R. Manwell and later by C. S. Morawetz and I. I . 
Kolodner 7 0 who were able to reduce Friedrichs' assumptions. He had as­
sumed solutions x(q,6) y{qfi) where χ and y were analytic functions of g, Θ 
depending continuously on M°°. In the last-named paper the authors re­
quire only, in addition to the continuous dependence of the solution on 

that the streamfunction ^(qfi) have continuous second derivatives. 
The result is based on a lemma which can be applied to either of the two 
situations in which we are interested: the case of flow past a fixed profile 
studied for varying values of M 0 0 , and the case where the profile itself 
varies with M 0 0 . Their main results are essentially as follows, (a) Consider 
a potential flow past a given fixed profile with bounded curvature. Assume 
that the flow depends continuously on M°° and that, for a certain value of 
M°°, the flow is mixed and has supersonic pockets. Then no limit line can 
appear in this supersonic pocket, either in its interior or on the boundary, 
(b) If by means of the hodograph method a set of profiles PM in the physical 
plane is constructed, depending continuously on M°° and if for an M 0 0 = M2 

a limit line appears, the corresponding profile ΡM can no longer be every­
where of bounded curvature. 

We now ask: What is the relation between the mathematical results 
reviewed in the preceding section and the above results of Friedrichs and 
other authors? Regarding all these theoretical results, we can see that 
inasmuch as they have the same subject they clearly support each other. 
We see that (a) can offer neither support nor contradiction since we have 
no mathematical example of a family of transonic flows past a fixed profile. 
Further, let us confront statement (b) with what the study of hodograph 
examples has taught us. We studied flows past profiles Ρ M which vary as a 
parameter M°° is varied in such a way that an originally subsonic flow 
(where M 0 0 < M i ) becomes transonic for M°° > Mi . For these flows past 
profiles of bounded curvature, the limit line was found inside the profile 
(see Sec. 1), i.e., outside the flow region. As M 0 0 was further increased, in a 
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range Μι < Μ00 < M2, a cusp of the limit line approached and finally 
reached the changing profile PM which was thereby distorted; in particular 
at a common point of contour and limit line there is infinite curvature of 
the contour (as seen in Art. 19). All this is in complete agreement with the 
results of Friedrichs and his followers: limit lines do not appear in the flow 
field, i.e., outside of the profile or on it, and if a limit line meets the profile 
its curvature cannot be everywhere bounded. 

On the other hand, we may wish to compare the mathematical results 
including those of Friedrichs and others with the experimental evidence, 
and in particular, to check the limit-line conjecture. The statement (a) 
of Kolodner and Morawetz which relates to a fixed profile may be compared 
with observations on fixed smooth profiles; we know that shocks have been 
observed in connection with deceleration but, according to (a) for a contour 
with bounded curvature a limit line cannot appear in the flow field or on 
the contour. Thus, this comparison points against the conjecture "that the 
ultimate collapse of potential transonic flow is due to a limit line in the flow 
field". 

This is also confirmed by a careful consideration of the examples described 
in Sec. 1. There are transonic flows past smooth profiles, showing super­
sonic enclosures with Mach numbers so far beyond one that experiments 
would produce shocks—and no limit line appears in the flow field. Hence 
(insofar as the comparison between these mathematical results regarding 
varying profiles and observations on fixed profiles is valid) the limit-
line conjecture does not work here. Also, at any rate, wherever limit lines 
were obtained, they did not and could not show a relation to the above-
mentioned asymmetric behavior where shocks appear associated primarily 
with transonic deceleration rather than acceleration. We repeat: the results 
of our computations and our examples (Sec. 17.4, Art. 20, Sees. 21.3 and 
25.1) are in agreement and mutual confirmation with the mathematical re­
sults reported in the preceding pages. The limit-line conjecture even in 
the general sense of some kind of parallelism between physical shocks 
and mathematical limit lines does not seem to hit the real problem. 

5. The local approach 

The situation described in Sees. 2-4, with its contrast between physical 
observations and mathematical results, would be the more disturbing if 
we were in possession of a mathematical existence and uniqueness theorem 
regarding the problem explained at the beginning of Sec. 2. Since this is 
not so, efforts have been made in the other direction with the aim of prov­
ing, or at least of making it plausible, that the known examples of flows are 
not typical but rather exceptional. 

I t will be useful for what follows to introduce the concept of a "well set" 



25.5 T H E L O C A L A P P R O A C H 457 

or "correctly set" problem, in the sense of J. Hadamard. 7 1 A boundary-
value problem for a partial differential equation is said to be correctly set 
or correctly posed if a solution exists, is unique, and depends continuously 
on the given boundary data. The precise nature of the continuous de­
pendence on the data must of course be specified in each problem, as well 
as the class of functions among which one is looking for a solution. As-an 
example of a correctly set problem, we mention the existence theorem for 
subsonic flow, explained in Sec. 2 where the solution can be shown to vary 
continuously with q° and with P. 

Returning to our present subject, we shall show that in the neighborhood 
of a profile Ρ past which a transonic potential flow with supersonic pockets 
exists, other profiles can be found for which no such neighboring flow exists, 
although they satisfy all assumptions made at the beginning of Sec. 2. 

We have seen in Sec. 18.3, Fig. 118, that in a specific instance we destroy 
smooth flow by introducing an arbitrarily small concave arc into the given 
contour. Convexity of the profile was, however, one of the hypotheses of 
our problem (Sec. 2). But it can be shown that a flow of the type we con­
sider becomes impossible even if a part of the contour, within a supersonic 
pocket, is straightened along an arbitrarily small segment. 

This interesting result was first proved by A. A. Nikolskii and G. I. 
Taganov (see Note 69); we give a brief but complete proof, deriving first 
a simple and basic inequality. If we put Μ = 1 in the first of Eqs. (16.7) 
we obtain dd/dn = 0 or dd/dy = tan0 (dd/dx); then, the second Eq. (16.7) 
may be written as 

— sin 0 — — cos 0 + — - — = 0. 
dx dy cos θ dx 

Now take the //-direction normal to the sonic line S, and pointing toward 
subsonic velocities, and the ^-direction tangent to S so that we turn from 
positive χ to positive y by + 9 0 ° ; then, we write d/da for d/dx and d/dv 
for d/dy, and θ\ for the angle between sonic line and flow direction. Since 
dq/da = 0 along S, we obtain immediately 

( ι ) 3Λ = q d e 

dv cos 2 0i da ' 

From dq/dv = 0, it follows that dd/da = 0 and we obtain the "mono-
tonicity law": // a point moves along the sonic line S so that the subsonic 
region is to the left, then the polar angle 0 of the velocity vector q at the point 
cannot increase. 

We now apply this result to our present problem. We consider a piece 
of the contour along which the velocities are supersonic, i.e. in the 
pocket, and two points Λ, Β on it. Through each of them we draw both 
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characteristics and obtain the points of intersection of these characteristics 
with the sonic line, e.g., in the order Ai Bi A$ B2 .* Consider the hodograph 
image of the arc A Β and of the four points of intersection. Because of the 
monotonicity law the images A[, B[, A2, B2 must lie on the sonic circle in 
the hodograph in the same order as their originals in the physical plane. 

Next the contour is deformed in such a way that, within the pocket a 
straight segment ^4*J5* is inserted. This can be done in such a manner that 
any number of derivatives of the function which determines the contour 
remain continuous. Along A*B* we have θθ/ds = 0, and hence dq/dn = 0. 
Consider first the case that the speed q increases (or decreases) along A*B* 
or that there is a subsegment of A*B* along which q is monotonic. Then the 
hodograph image A'*B'* of the (sub)segment A*B* will be a segment of a 
radius through the origin 0 ' . Clearly the points of intersection of the four 
epicycloids through A *, Β * with the sonic circle will be in the order (omitting 
the stars) AiBxB2A2 (or ΒχΑιΑ2Β2), and hence not in the order required 
by the monotonicity law. Thus there is a contradiction. 7 2 

Now assume that q is constant along A*B*. The hodograph image is a 
single point A* and clearly the above contradiction cannot be derived. 
However, we can conclude that adjacent to the straight segment along 
which q and θ are constant, there is a small triangle in the supersonic 
pocket, bounded by that segment and two intersecting straight characteris­
tics through its end points, in which q = constant. W e call this triangle 
A*B*D. Adjacent to the straight characteristic A*D there must then be in 
the pocket a simple wave W~, say, with straight characteristics C + , and 
cross-characteristics C~. This, however, leads to a contradiction, since we 
have seen (Art. 18, p. 296) that the distance between two cross-characteris­
tics measured along the straight characteristics tends to infinity as the 
Mach angle a tends to 90°. Thus it is impossible that a simple wave con­
tained in the finite pocket extends all the way to the sonic line. On the 
other hand, as is easily seen, it is also impossible that before the sonic line 
is reached, the C~ pass out of the simple wave region. Hence we again reach 
a contradiction. 

We have thus proved that a flattened segment of a contour within a 
supersonic pocket is incompatible with our assumptions. Hence in the 
neighborhood of admissible profiles there are certainly profiles for which 
no neighboring solution exists. Therefore (unless flattened profiles are 
excluded from the considerations) the original problem is not a correctly 
set one.f 

* This order can be ensured by taking AB sufficiently small; for all arcs within 
such an A Β the same order will then appear. Another possible order is Αγ A2 Bx B2 . 

t We must in principle admit the possibility that by flattening a piece of contour 
the whole flow pattern changes abruptly so that the supersonic pocket moves away 
and no longer contains the flattened piece. Such an abrupt change of flow correspond-
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On the other hand take the classical problem of a Laplace potential flow. 
I t is certainly true that in the infinitesimal neighborhood of an admissible 
contour (i.e., one for which the incompressible flow problem past the con­
tour has a solution) there are contours with corners, inadmissible because 
of infinite velocities. Nevertheless, there is a significant difference between 
the two situations: the compressible flow seems to be much more "sensi­
t i v e " than the Laplace potential flow to a variation of the contour. A con­
tour may be flattened without introducing a corner, i.e., a flattened con­
tour can still have continuous curvature and actually as many continuous 
derivatives as we please; in this case there would be no trouble for Laplace's 
equation. Interest in these considerations thus lies in the observation that 
even so slight a discontinuity as that introduced by the flattening can make 
the contour "inadmissible". 7 3 This sensitivity may be considered as point­
ing towards an explanation of why smooth transonic potential flow of the 
type considered is rarely observed in nature. 

Frankl, Guderley, and Busemann 7 4 have discussed the problem of pos­
sible general lack of neighboring flows by means of suggestive arguments, 
partly physical, which make it plausible that the slighest irregularity of 
the contour leads to breakdown of potential flow. 

6. Conjectures on existence and uniqueness in the large 

W e recall the problem that was taken as point of departure, and ask 
ourselves why we actually thought that an existence theorem might hold 
for transonic flow. The answer is obviously that it was formulated in 
analogy to the classical incompressible flow problem (a linear problem) and 
is supported by the theorem for compressible subsonic flow (a nonlinear 
problem). However, certain results holding for linear but mixed problems 
point towards a negative rather than a positive answer; the corresponding 
conjectures concerning our problem are particularly suggestive. Only a 
few hints can be given here. 

In 1923 Tricomi studied the equation of mixed type 

mentioned at the beginning of Sec. 2. More generally, writing uxx = d2u/dx2, 
etc., the equation 

(2') A(x, y)uxx + B(x, y)uxy + C(x, y)uyy = F(x, y, uy ux , uy) 

is an equation of mixed type if the function Δ(#, y) = B2 — 4AC changes 
sign across a curve without vanishing identically. 

ing to an arbitrarily delicate change in contour would imply that the problem is not 
correctly set.. 
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Returning to Eq. (2) we shall show why a correctly posed mixed bound­
ary-value problem may differ essentially from the analogous elliptic prob­
lem (incompressible or compressible subsonic flow past a profile is elliptic). 
Consider (Fig. 173) a region bounded by an arc C 0 in the elliptic half 
plane, y > 0, and two characteristics SiT, S2T. The equation of the 
characteristics is easily found, since (see Art. 9, p. 108) y dy2 + dx2 = 0 
or dx = ±( — yYdy, whence 

(x - c)2 + iyz = 0, 

with c an arbitrary constant. These characteristics, real only for y S 0, 
are semicubic parabolas. It has been proved by Tricomi that a solution u 
of (2) is determined in the region above by boundary values along C 0 and 
along one of the characteristics alone, say SiT, while values along S2T 
cannot be prescribed arbitrarily. 7 5 

For us the following extension (due to Frankl) of this problem is of 
importance. Consider (Fig. 174) a region bounded by an arc Co between 
Si and S2 in the elliptic region, by two arcs of characteristics issuing from 
an arbitrary point Ο on the transition line and by two arbitrary nonchar-
acteristic arcs issuing from Si and S2, the latter intersecting the character­
istics through Ο in 7\ and T9 respectively (the "arbitrary" arcs must 
lie as shown in the figure, with SiTi intersecting every characteristic of 
the family containing OTi only once and similarly for S2T2). The figure also 
shows the characteristics TiR and T2R, as well as the characteristics through 
51 and S2. The value of u is given along TiSiS2T2 (where we go from Si to 
52 along C o ) , but not along any arc TXT2 in OTiT2R, nor along OTi and OT2™ 
The function u is then determined firstly in OTiSiS2T20, and then in the 
quadrangle TiOT2R (and actually beyond this region, in the whole char­
acteristic triangle bounded by the horizontal line SiS2 and the two 
characteristics SiT and S2T issuing from Si and S2, respectively; this, 
however, is not needed for the following). But if u is uniquely determined 
in the region RTiSiS2T2R by the values along TxSiS2T2, then obviously 

χ 

Τ Τ 

F IG . 173. Illustrating Tricomi problem. F IG. 174. Illustrating Frankl problem. 
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F I G . 175. Illustrating conjecture that data cannot be prescribed everywhere on 
arbitrary contour. 

values of u cannot be given arbitrarily along T\T2 . Thus, the problem in which 
u is prescribed along a closed contour which lies partly in the elliptic, 
partly in the hyperbolic region is incorrectly posed. 

Following Busemann, Frankl, and particularly Guderley, we now formu­
late a similar problem of flow past a profile with supersonic enclosure 
(Fig. 175). We consider only the upper part of the profile which, for con­
venience, is supposed to be symmetric; let Π denote the upper half plane 
outside the contour, Η the supersonic part of Π between SiS2 and the sonic 
line, which is here the transition line S\OS2. The flow is subsonic (elliptic) 
in the part of Π extending to infinity outside the sonic line, and supersonic 
(hyperbolic) in SiTiT2S2OSi . This problem differs from the Frankl prob­
lem in the fact that the elliptic region, the subsonic part, extends to in­
finity and in the fact that the differential equation for φ is nonlinear; 
consequently, we do not know a priori the position of the sonic (transition) 
line, nor of T\ and T2, as one does in FrankFs problem. (The equation for 
φ is likewise nonlinear; to use it we would need an analogue of the Frankl 
problem with θφ/dn rather than φ given along the boundary.) If we could 
assume that a similar uniqueness* theorem holds for this much more dif­
ficult problem we could conclude as before: Assume that a solution exists 
in Π; for this solution, ψ = 0 along AT\T2B; it is however uniquely deter­
mined by the boundary value ψ = 0 along ATi and BT2 alone. Hence, if 
the arc T\T2 of the contour is deformed (no matter how slightly) so that 
it is no longer part of the level line ψ = 0 of the solution, then no solution 
will exist for the deformed contour, f This would mean that the problem 
we took as point of departure is not correctly set in the sense explained 
at the beginning of the preceding section. 

Thus under the assumption that in the more general mixed and nonlinear 
case and with the elliptic region extending to infinity, a result similar to 

* Note that only a uniqueness theorem is required in this case, 
t Note that neither this conclusion nor that regarding the nonexistence for flat­

tened profiles applies if the contours are assumed analytic. 
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that for the Frankl problem holds, then less than the whole contour is 
sufficient to determine a solution of our problem. 7 7 Such a conjecture is 
very plausible. I t is hard to imagine that the greater complication of the 
differential equation would change an incorrectly set problem into a cor­
rectly set one. The conclusion would be that smooth potential flow with 
supersonic pockets past an arbitrarily given profile of the type defined in 
Sec. 2 does not exist in general. 7 8 

In the light of this conjecture let us once more recall the procedure used 
in constructing solutions in the hodograph which were then transformed 
to the physical plane. First we determined a branch of a stream function 
which satisfied a given condition (that it reduces to a given function ψ0 as 
qm —> oo) and then we computed analytic continuations of this branch. 
Now the solutions which have actually been obtained in this way are of an 
artificial regularity (they are for instance analytic functions in the hyper­
bolic region, which is a very unusual situation), so that we avoided typical 
features of hyperbolic problems and obtained only certain regular solutions. 
We did not solve a boundary-value problem but applied a quite different 
method of construction of flows, which yielded, for a given Af00 and P 0 , a 
smooth transonic flow past a specific contour PM , known only a posteriori. 
Combining these considerations with the experimental evidence, etc., we 
might reason as follows. The contours PM constructed so far by the hodo­
graph method are artificial and the corresponding transonic flows can be 
considered as exceptional. The set of all contours PM (depending on P 0 

and on M°°) obtainable by the hodograph method, if the original P 0 are of 
a reasonable generality, has not been identified. However, the contours 
Ρ Μ (and corresponding flows) resulting in this way will form a fairly re­
stricted set and an arbitrarily given Ρ will, in general, not be a ΡM · Also, 
shapes actually used in experiments may not have the properties necessary 
to make them belong to the "exceptional" profiles. 

In summarizing the content of Sees. 2 to 6 we must first of all admit that 
a complete mathematical theory which can be successfully confronted with 
observations is lacking; what we have are important but rather isolated 
bits of information. We know examples of exact solutions—obtained by 
the hodograph method—but they are not solutions of the boundary prob­
lem in question; and we know of (supposed) numerical solutions of bound­
ary-value problems for given contours (Sec. 3) . We saw the agreement 
between these mathematical results and the (mathematical) limit-line 
statements of Friedrichs and others (Sec. 4 ) . Our theory does not yield 
a mathematical counterpart to the observed nonisentropic deceleration 
(Sec. 3) . A hint in the direction of an explanation of these discrepancies is 
supplied by the proved sensitivity of solutions as seen clearly in a par­
ticular instance (Sec. 5 and Note 73). And an even stronger suggestion: 
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If certain recent results are valid under physically relevant conditions, then 
the key for resolving the various difficulties and contradictions is provided 
by the fact that the boundary-value problem which we took as point of 
departure is incorrectly set. This, as well as other points discussed in this 
article must, for the time being, be left undecided. 
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CHAPTER I 

Article 1 

1. The principle of the text is NEWTON'S (1642-1727) lex secunda, the second of 
three axioms formulated in the first pages of his Philosophiae Naturalis Principia 
Mathematica. First, second and third editions: London 1687, 1713, 1726. (Translated 
by A. Motte, London, 1729; revised by F. Cajory, Berkeley, 1934). The three axioms 
are at the very beginning, preceded only by the 4 'definitions". The famous second 
axiom reads: "Lex I I . Mutationes motus proportionalem esse motrici impressae et 
fieri secundam lineam rectam qua vis ilia imprimitur." [Law I I . The change of mo­
tion is proportional to the motive force impressed, and is made in the direction of the 
right line in which that force is impressed.] 

For today's student of mechanics the three axioms form the starting point. They 
represent at the same time the completion, perfection and generalization of 
ideas due mainly to Galileo (1564-1642) and Huygens (1629-1695), but lead far be­
yond the achievements of these great predecessors. An enlightening physical and 
logical analysis can be found in E. MACH'S Mechanik [10]*. 

2. This rule was used implicitly by L. Euler (1707-1783) and by J. L. Lagrange 
(1736-1813): L. EULER, "Sectio secunda de principiis motus fluidorum", Novi Com-
mentarii Acad. Set. Petrop. 14(1769), pp. 270-386, and "Principes goneraux du mouve-
ment des fluides", Hist. Acad. Berlin 11 (1755), pp. 274-315, which appeared in 1770 
and 1757 respectively; J. L . LAGRANGE, "Momoire sur la thoorie du mouvement des 
fluides", Oeuvres, Vol. 4, Paris: Gauthier-Villars, 1869, pp. 695-748; the paper ap­
peared first in 1783. 

For details on this subject see TRUESDELL [11], p. 42, and [13], p. xc. 
3. L. EULER, cit. Note 2. The paper in question is the second of three basic 

papers which all appeared in 1757 and constitute a treatise on fluid mechanics (see 
[13], p. L X X X I V f f . ) . 

In this paper the concept of velocity field is explicitly formulated (though indica­
tions appear in earlier works of Euler and others), and in the first and second of 
these three papers the central concept of the pressure field in hydrodynamics is 
fully explained. (In this connection, see also Note 10, regarding J. Bernoulli.) The 
origin of many of the fundamental ideas developed in this work is found in L. EULER, 
"Principia motus fluidorum" (completed 1752), Novi Commentarii Acad. Sci. Petrop. 
6 (1756-1757), pp. 271-311, which appeared in 1761 but was completed prior to the 
above (see [13], p. L X I I ) . 

4. If the state of motion is given, for all t, for each point (x,y,z) as in Eq. (1), we 
may call this the "spat ia l " description, while the Lagrangian equations give the' his­
tory of each particle, the "mater ia l " description. The spatial description was par-

* We shall refer to the list of reference books by numbers in square brackets. 
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Article 1 

tially formulated in 1749 by J. L. D'ALEMBERT (1717-1783) in his Essai d'une nou-
velle theorie de la resitance des fluides, Paris: David l'aino, 1752, and generalized by 
EULER (1757), cit. Note 2, who later gave also the material description. Several 
authors, e.g. H. LAMB [15], have pointed out that the usual terminology of 
Eulerian and Lagrangian equations is unjustified. 

5. In so far as the continuity equation expresses conservation of mass, its oxigin 
may be seen in Newton's lex secunda (see (a), p. 1 in our text). The differential equa­
tion itself in various special cases (plane flow, axially symmetric flow) was first 
obtained by D'ALEMBERT, cit. Note 4. The general equation for "spatial" as well as 
for "material" variables is due to EULER, see the two papers discussed in Note 3. 
(Compare also TRUESDELL [11], p. 50, on the d'Alembert-Euler continuity equation.) 

6. The author's presentation, based on equations ( I ) , ( I I ) , and ( I I I ) , as developed 
in Arts. 1-3, differs from that in most modern textbooks where the physical point 
of view is emphasized. See for example L. HOWARTH [24], Vol. 1, Chapters I and II . 
For the author's point of view compare also R. v. M ISES , "On some topics in the funda­
mentals of fluid flow theory", Proc. First Natl. Congr. Appl. Mech., Chicago (1950), 
pp. 667-671. 

7. The theory based on Eq. (5c) is dealt with in our book in Sees. 17.5 and 17.6. 
8. The equation of state for a perfect gas in equilibrium, connected with the names 

of Boyle (1660), Mariotte, Amontons, Gay Lussac, and Charles, has been widely 
known since 1800. In precisely the modern form, it was used freely by Euler, but did 
not appear again in the hydrodynamical literature until used by Kirchhoff (1824-
1887). 

In some presentations no distinction is made between the terms "perfect" and 
"ideal". In our book, the term "ideal" is used for "inviscid and nonconducting". 
The term "perfect" is defined in Eq. (1.6). Incidentally, the term "elastic" introduced 
on p. 7 is of very long standing in fluid dynamical literature. 

9. In this work, the term "isentropic" is used if the entropy is the same every­
where and at all times. The term "strictly adiabatic" (see p. 9) applies to the case 
where the entropy is constant for each particle but varies from particle to particle. 
To assist the reader, we mention that L. HOWARTH [24] calls this latter case "isen­
tropic" and uses "homentropic" for the case of entropy constant throughout. 

Article 2 

10. Equation (2.20) which we derived here from Newton's equation (1.1) (compare 
also p. 18) is generally attributed to Daniel Bernoulli (1700-1782): D. BERNOULLI, 
Hydrodynamica, sive de viribus et ynotibus fluidorum commentarii, Strassburg, 1738 
(hence, some years before Euler's general equation, cit. Note 3). Much credit is due 
also to his father John Bernoulli (1667-1748): JOHN BERNOULLI, "Hydraulica nunc 
primum detecta ac demonstrata directe ex fundamentis pure mechanicis, Anno 1732", 
Opera Omnia, Vol. 4, Lausanne and Geneva: Μ. M. Bousquet, 1742, pp. 387-493. The 
equation for steady flow of an incompressible fluid, discovered but imperfectly de­
rived by 1). Bernoulli, is extended to nonsteady flow and given a satisfactory deriva­
tion by J. Bernoulli.-The equation was generalized by Euler in the papers quoted in 
Note 3; Euler also gave explicitly the equation for a streamline. In the same papers 
appears the integral Jdp/p. J. Bernoulli originated the concept of hydraulic pressure 
which was later generalized by Euler (Note 3). Regarding the quoted works of the 
Bernoullis see [13] p. L X X X I V IT., and the chapter on "Bernoullian Theorems", 
TRUESDELL [11], p. 125 if. 

11. Flows throughout which Η is constant are often called "isoenergetic". (The 
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term "homenergic" is used by L . HOWARTH [24].) Compare in this connection Sec. 
24.1, and Note V. 41. 

Article 3 

12. The fundamental concept of stress which is at the basis of today's mechanics of 
continua is due to A . L . Cauchy (1789-1857); it generalizes Euler's hydrostatic pres­
sure: A. L . CAUCHY, "Recherches sur l'oquilibre et le mouvement intorieur des corps 
solides ou fluides, olastiques ou non elastiques", Bull. soc. philomath. Paris (1823), 
pp. 9-13, a brief summary; and in full detail: " D e la pression ou tension dans un corps 
solide", Oeuvres Completes, Ser. 2, Vol. 7, Paris: Gauthiers-Villars, 1889, pp. 60-78; 
other papers by Cauchy on this subject are cited in TRUESDELL [12], p. 264, as 1827.3 
and 1828.1. The basic properties of the stress tensor Σ, its symmetry, transformation 
formulas, etc., are easy to find on the first pages of most textbooks on elasticity. 
The formal theory of Σ is of course the same no matter whether elasticity theory, 
the theory of viscous flow, or theory of plastic flow is considered, while the physical 
assumptions are quite different in the various fields (cf. the title of Cauehy's 1823 
paper, cited above). On these fundamentals cf. also R. v. M ISES, "Uber die bisherigen 
Ansatze in der klassischen Mechanik der Kontinua", Verhandl. S. intern. Congr. tech. 
Mech. Stockholm 2 (1930), pp. 3-13. 

13. The concept of fluid friction being proportional to the relative gliding of neigh-
boing layers goes back to Newton, second book of the Principia, in the "Hypotheses" 
preceding Proposition L I . L . NAVIER, ["Momoire sur les lois des mouvements des 
fluides", Mem. acad. sci. Paris 6 (1822), p. 389ff.] developeda corpuscular theory that 
led to the still accepted system of partial differential equations for incompressible 
viscous fluids. A different corpuscular theory leading to the accepted equations 
without restriction to the incompressible case was given by Poisson. Saint Venant 
(1843) and particularly G. G. Stokes (1£45) derived the same equations on the basis 
of the general stress concept for a continuously distributed mass: G. G. STOKES, 
"On the theories of the internal friction of fluids in motion, and of the equilibrium 
and motion of elastic solids", Trans. Cambridge Phil. Soc. 8 (1845), p. 287 ff. (Com­
pare also v. M ISES [16], p. 615; LAMB [15], p. 652; BUSEMANN [19], p. 351.) In the 
present chapter the usual simple form of the dependence of the viscous forces upon 
the variables p, p, q is not assumed, see p. 26 ff. and also end of Sec. 3. Actually viscous 
flow is not studied in our book. Compare however Arts. 11, 14, and 22. 

14. The tensor symbol, grad Σ (in the sense of W. Gibbs), can be understood by 
considering it as the product of the symbolic vector "grad ient " (see p. 3) multi­
plied by the tensor Σ according to the rules of matrix multiplication. This exhibits 
the vector character of grad Σ. 

15. The invariant character of — w' may be seen in the following way. The three 
expressions in parentheses in Eq. (10) are the components of the vector u = S'»q, 
this product being computed by matrix multiplication. The right side of Eq. (10) is 
then the divergence of this vector u, viz., —vo' — div (Σ ' -q). 

16. θ can vanish only if either D or Σ' vanishes (cf. Note 17). 
17. T o see the invariant character of Θ, we form by matrix multiplication the 

tensor a = Σ'·Ό\ then θ = axx + ayv + o « . Such an expression, the " t r a c e " of an 
η Χ η matrix, is invariant; cf. Eq. (4). 

18. As in Note 15: -w' = div (S'»q) ss div u. Next , (2.27) is applied to / K d i v u dV, 
•and it is then easily verified that un = t'n*q, as in (20). 

19. This general form of specifying equation was introduced and discussed by 
v. M ISES, cit. Note 6. Our Eq. (8') is replaced there by dq/dt + (1/p) grad ρ = F. In 
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the " i dea l " case of our text (see Note 8) A, B, C,F, are given functions of the nine 
variables r, t, q, ρ, ρ not involving derivatives. In a more general case certain first-
and second-order derivatives of q, ρ, p are also admitted in A, B, C, F. 

Article 4 

20. In this book magnitudes corresponding to a state of rest are in general denoted 
by the subscript " s " , meaning "stagnat ion" as in "stagnation point" , "stagnation 
pressure", etc. Here, however, the subscript " 0 " (zero) is used. This is because 
the subscript essentially serves to denote undisturbed flow, to which a perturba­
tion is applied, and this undisturbed state is not necessarily a state of rest (see Art . 
5) . In the case of acoustics, the unperturbed state denotes a gas (air) at rest; in aero­
dynamical applications, however, we rather consider the small perturbation of a 
parallel flow. At the basis of small perturbation theory is, likewise, the wave equation. 
The notation in Art. 4 is adapted to that in Art . 5. 

Small perturbation theory, which plays an important role in aerodynamics, is not 
considered further in this book. We mention the following references: G. N . WARD, 
Linearized Theory of High-Speed Flow, London and New York: Cambridge Univ. 
Press, 1955; the condensed monograph, S. GOLDSTEIN, "Linearized Theory of Super­
sonic F low" , prepared by S. I . PA I , Inst, for Fluid Dynamics andAppl. Math., Univ. 
of Maryland, Lecture Ser. No. 2 (1950), I . IMAI, "Approximation methods in com­
pressible fluid dynamics", ibid., Tech. Note BN-96(1957), and the article by W. R. 
SEARS, "Small Perturbation Theory" , in [31], pp. 61-121. See also Notes 111.46, 
V. 24, 64. 

21. In the famous paper, J . L. D 'ALEMBERT, "Recherches sur la courbe que forme 
une corde tendue mise en vibrat ion", Kgl. Akad. Wiss. Berlin 3 (1747), p. 214 ff. the 
author treats the string as a continuous medium. This theory was refounded and tho­
roughly exploited by Euler. In another treatment Euler and Lagrange imagined the 
string made up of a finite number of equally spaced particles and performed the 
passage to the limit, see J. L. LAGRANGE, "Recherches sur la nature et la propagation 
du son", Miscellanea Taurinensia 1 (1759), pp. 1-112. 

22. The first attempt at a mathematical theory of sound was made by Newton. 
By a very devious argument he reached the formula αο = \/po/po , thus obtaining 
the same result as if he had assumed the motion isothermal. In the 1687 edition of the 
Principia, he obtained the value 968 ft/sec; in the 1713 edition he got 979 ft/sec. The 
treatment based on the wave equation with ρ = Kp is due to d'Alembert and Euler. 
The possibility of a computation based on a different (p, p)-relation was suggested 
occasionally in the 18th century. Physical arguments in favor of ρ = Kpy—with the 
corresponding value a 0 = VrPo/po—were first advanced by J . Β . B IOT, (1774-1867) 
["Sur la theOrie du son", J. phys. 55 (1802), pp. 173-182] who acknowledged the assist­
ance of LAPLACE (1749-1827) [the result was later included in P. S. LAPLACE, Traite de 
mecanique celeste, Vol. 5, Paris: Duprat (1825)]. The modern explanation based on 
the concept of an adiabatic process did not become possible, of course, until after 
the creation of the mechanical theory of heat in the 19th century. 

The mathematicians d'Alembert, D. Bernoulli, Euler, and Lagrange discovered 
a large part of the theory of production and propagation of sound. The theory was 
highly developed in the 19th century by S. D. Poisson (1781-1840), G. G. Stokes (1819-
1903) and particularly by H. v. Helmholtz (1821-1894), G. Kirchhoff (1824-1887), 
and Lord Rayleigh (1842-1919). H. v. HELMHOLTZ, "D i e Lehre von den Tonempfin-
dungen als physiologische Grundlage fur die Theorie der Musik", published 1862, 
Braunschweig: F. Vieweg, 1913. (English translation: On the Sensations of Tone as a 
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Physiological Basis for the Theory of Music, reprinted 1954, New York: Dover ) . LORD 
RAYLEIGH'S Theory of Sound [28], is a work which still offers unexhausted treasures. 
(Compare also the instructive historical introduction to Rayleigh's work by R . B. 
Lindsay). 

23. S. D. POISSON, "Sur lemouvement des fluides olastiques dans les tuyaux cylin-
driques, et sur les theories des instruments a vent " , Mem. acad. sci. Paris, S6r. 2, 2 
(1817), pp. 305-402. Poisson's method, as given in our text, is the one adopted by 
LORD RAYLEIGH [28], Vol. I I , Sec. 273 ff. 

24. The method used in this section is Hadamard's "mothode de doscente", see J. 
HADAMARD, Lectures on Cauchy's Problem in Linear Partial Differential Equations, 
Paris: Hermann, 1932, p. 49, (reprinted, New York : Dover, 1952). 

A very interesting paper on the wave equation with discussion of the basic differ­
ence between odd and even η (in our case η = 1 and η = 3 versus η = 2) is M . RIESZ, 
"L ' intograle de Riemann-Liouville et le probleme de Cauchy", Acta Math. 81 (1949), 
pp. 1-223. A shorter paper with almost equal title was presented by the same author at 
the Conferences de la reunion Internationale des mathematiciens, Paris, 1937 (proceed­
ings published by Gauthier-Villars, 1939). 

Some useful particular solutions of the two-dimensional wave equation are men-
tionede.g. in [31], article on "Small Perturbation Theory " by W. R. SEARS, pp. 118-
119 (see Note 20). See also our comments on the two-dimensional generalized wave 
equation (7.45) at the end of Art . 7. 

Article 5 

25. ERNST MACH (1838-1916), using the interferometer method invented by him 
and his son LUDWIG MACH [Uber ein Interferenzrefraktometer", Sitzber. Akad. 
Wiss. Wien ,Abt. I I , 98 (1889), p. 1318] observed projectiles flying at a speed faster than 
sound: Ε . MACH and L. SALCHER, "Photographische Fixierung der durch Projektile 
in der Luft eingeleiteten Vorgange", Sitzber. Akad.Wiss. Wien, Abt. I I , 95 (1887), pp. 
764-780; E. MACH and L. MACH, "Weitere ballistisch photographische Versuche", 
Sitsber. Akad. Wiss. Wien, Abt. Ha, 98 (1889), pp. 1310-1326. Compare also [24], Vol. 
I I , Chapter X I , "Visualization and Photography of Fluid Mot ion" , p. 578 ff. Mach's 
method was preceded by the famous schlieren method of A. TOEPLER, Beobachtungen 
nach einer neuen optischei\ Methode, Bonn: Cohen, 1864. The excellent monograph on 
Ernst Mach: H. HENNING, Ernst Mach als Philosoph, Physiker und Psychologe, Leip­
zig: A. BARTH, 1915, contains a bibliography of Mach's papers and books to 1912. 

Mach gave not only the experimental method and results, but also the essential 
theoretical facts regarding what were later called "Mach cone", "Mach angle", 
and "Mach l ines". L. Prandtl (1907) and T . Meyer (1908) were probably the first 
to use these terms. 

CHAPTER II 

Article 6 

1. With respect to this article and to part of the next we refer the reader 
to the monograph [11], which contains a wealth of information—known results com­
plemented by original research and abundant historical material. See also the same 
author's "Vort ic i ty and the thermodynamic state in a gas flow", Mem. sci. math. 
119(1952). 
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2. The terms "c i rcui t " and "circulation" go back to W. Thomson, Lord Kelv in 
( 1 8 2 4 - 1 9 0 7 ) : W. THOMSON, "On vortex motion", Trans. Roy. Soc. Edinburgh 25 (1869 ) , 
pp. 217-260 ; also, W. THOMSON and P. G. T A I T , Treatise on Natural Philosophy, Lon­
don and New York: Cambridge Univ. Press, which first appeared in 1867. New edi­
tion in two parts, Part I ( 1879 ) , Part I I ( 1883 ) ; and both parts, Cambridge University 
Press, 1912. 

3 . The components of curl q were introduced by d'Alembert, Euler, and La­
grange, and used freely but purely formally in eighteenth century studies on 
hydrodynamics. Cauchy proved in 1841 that the transformation rules for the com­
ponents of curl q are the same as those for vector components: A. L. CAUCHY, "Mo-
moire sur les dilatations, les condensations, et les rotations produites par un change-
ment de forme dans un systeme de points materiels", Oeuvres Completes, Ser. 2, Vol. 12, 
Paris: Gauthier-Villars 1916, pp. 343-377. 

4. The important integral transformation ( 6 ) was actually discovered by Kelvin 
(1850 ) as evidenced by a letter from Kelvin to Stokes. The theorem was found inde­
pendently by Hankel: H. HANKEL, Zur allgemeinen Theorie der Bewegung der Fliissig-
keiten, Gottingen, 1861. 

5. Interpretations of curl q have been given by Stokes and, in several different 
ways, by Cauchy, cit. Note 3 and Note 1.12. See further discussion in TRUESDELL 
[11] , pp. 5 9 - 6 5 ; see also the presentation in HADAMARD [4 ] , p. 74 ff. 

6. These concepts were introduced by Helmholtz: H. v. HELMHOLTZ "Uber Inte-
grale der hydrodynamischen Gleichungen, welche den Wirbelbewegungen entspre-
chen", reine angew. Math. 55 (1858 ) , pp. 2 5 - 5 5 [translated by P. G. T A I T , "On 
integrals of the hydrodynamical equations which express vortex-motion", Phil. 
Mag., Ser. 4, 33 (1867 ) , pp. 485-512 ] . This paper and the one by Lord Kelvin cited in 
Note 2 are the basic papers of the Helmholtz-Kelvin vortex theory. 

7. We note that in this definition vorticity is a positive quantity like mass or 
speed, while circulation can be positive or negative. Cf. also the detailed presenta­
tion in v. M ISES [16] , Chapters I I and I X . 

8. Instead of the ad hoc derivation of our text one may compute—in analogy to 
Eq. (2 .28 )—the rate of change (d/dt) JC(o &*dl where a depends on x,y,z,t and C(t) 
moves with velocity q. The result is (see [14 ] , p. 456 ) 

as in Eq. ( 1 1 ) . 
9 . Kelvin's theorem is given in the paper quoted Note 2 . 
10. Accordingly, one may define an "acceleration potential", φ*, by dq/dt = grad φ*. 

This was done by Euler ( 1755 ) , Note 1.3. Obviously by means of φ* some formulas 
of our text can be rewritten. The fact that the curl of the acceleration vanishes was 
known to d'Alembert ( 1752 ) , Note 1.4. 

11. In Sec. 4 the concept of " f i lament" or of "tube of infinitesimal cross section" 
may be avoided by using a limiting process or by noting that a vortex line is the in­
tersection of any two tubes on which it lies. 

12. For generalization cf. Sec. 24 .1 . 
13. Flows for which q X curl q = 0 are called Beltrami fields: E. BELTRAMI, "Con-

— + grad (a-q) - q X curl q »dl, 

and for a = q and C a closed curve 

— + grad q2 — q X curl q J »dl = 
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siderazioni idrodinamiche", Rend. ist. Lombardo, Ser. 2, 22 (1889), pp. 300-309. Many 
of their properties were previously discovered by I. Gromeka (1881). See TRUESDELL 
[11], p. 24 ff. and p. 97 ff., for more information and for literature. These flows are 
interesting as a link between irrotational flow and general rotational flow. 

14. I t is known that Helmholtz' original proof of the first vortex theorem is not 
rigorous. Compare for example LAMB [15], p. 206, and the reference to Stokes there, 
p. 17. In Sec. 6.6, v. Mises reproduces Helmholtz* original argument—except that he 
considers nonconstant density. Several proofs of the Helmholtz theorems and of 
various generalizations are presented in TRUESDELL [11]. See also SOMMERFELD [17], 
p. 130 ff., and N. J . KOTSCHIN, I. A. K IBEL and N . W . ROSE, Theoretische Hydro-
mechanik, Vol. I , Berlin: Akademie Verlag, 1954, p. 138: "Friedmann's Theorem". 

15. The term " irrotat ional" was introduced by LORD KELVIN, cit. Note 2. 
16. This theorem and much of the vortex theory—in the case of an incompressible 

fluid—was anticipated in "Cauchy's equations" [cf. for example LAMB, [15], p. 205, 
Eq. (3)] which may be generalized to compressible flow. 

17. The exact solution given in this section was probably first considered by G. I . 
TAYLOR, "Some cases of flow of compressible fluids", ARC Repts. & Mem. 1382 (1930). 
Also: "Recent work on the flow of compressible fluids", London Math. Soc. 5 (1930), 
pp. 224-240. Cf. also H. BATEMAN, "Irrotational motion of a compressible inviscid 
fluid", Proc. Natl. Acad. Sc%. U. S. 16 (1930), pp. 816-825. 

18. This problem is studied in Sec. 17.4 by means of the "hodograph representa­
t ion" , which will be explained in Art . 8. See also Note 23. 

19. This problem—from a different point of view—was considered by G. I . 
TAYLOR, cit. Note 17. 

20. I t is mentioned for the record that von Mises left an alternative version (com­
plete with drawings) of the end of Sec. 5, and of the whole Sec. 6. The method used 
there is closer to that presented here for radial flow, as well as to Taylor's method. 
He introduces new dimensionless variables £ = (2χα β/Γ)τ, η = qr/aa , thereby exclud­
ing purely radial flow: Γ = 0, and derives the differential equation 

which is then discussed: the same results as in the text are derived. 
21. Considering flow past a semi-infinite cone, Taylor and Maccoll obtained an 

exact solution for steady irrotational inviscid compressible flow with axial sym­
metry. G. I . TAYLOR and J . W . MACCOLL, "The air pressure on a cone moving at high 
speeds", Proc. Roy. Soc. A139 (1933), pp. 298-311. Compare for example [24], Vol. 1, 
p. 185 ff. For numerical tables see Z . KOPAL, Tables of Supersonic Flow around Cones, 
Cambridge, Mass.: Μ . I . T . Publication, 1947. See also graphs in [35], Sec. 
I I I . 

22. A very important application of these results appears in the "one-dimensional" 
or "hydraul ic" treatment of channel flow (see Sec. 25.1). 

23. The initial idea of the hodograph representation seems to be due to Helmholtz 
and to Riemann: H. v. HELMHOLTZ, "On discontinuous movements of fluids", Phil. 
Mag., Ser. 4, 36 (1868), pp. 337-346 [original in Monatsber. preuss. Akad. Wiss. Berlin 
125 (1868) pp. 215-228]. Helmholtz used it to solve problems involving free boundaries 
(cf. Sec. 20.6). The importance of the transformation as a method for obtaining linear 
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dr\ V 2 - (κ - I V + (3 - κ)/? 

I 2 - (κ + I V - (κ - 1)/£ ' 

Article 8 
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equations was perhaps first recognized by G. B . Riemann (1826-1866) in a paper which 
is basic for the subject of this book: G. B . R IEMANN, "Uber die Fortpflanzung ebener 
Luftwellen von endlicher Schwingungsweite", Abhandl. Ges. Wiss. Gottingen, Math.-
physik. KI. 8 (1858/9), pp. 43-65, or Gesammelte mathematische Werke, 2nd ed., 1892, 
p. 157 ff. (reprinted 1953, New York: Dover ) . Compare also Note IV.5. 

24. L. PRANDTL and A. BUSEMANN, "Naherungsverfahren zur zeichnerischen 
Ermittlung von ebenen Stromungen mit Uberschallgeschwindigkeit", Stodola Fest­
schrift (1929), pp. 499-509. Reprinted in [20], pp. 120-130. 

25. This is one of the oldest results on compressible fluid flow, due to B . DE ST. 
VENANT and L. WANTZEL, "Momoire et experiences sur l'ecoulement de Fair deter­
mine* par des differences de pressions considerables", J. ecole polytech., Ser. 1, 27 
(1839), pp. 85-122. 

26. We refer the reader to the tables [34], [36], [37]. Extensive diagrams are given 
in [35]. A textbook comparatively rich in tables is A. FERRI, Elements of Aerodynamics 
of Supersonic Flow, New York: Macmillan, 1949. 
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27. Regarding terminology: Equations of the form (2) are called planar by v. Mises 
whether or not the coefficients depend on Φ itself. The equation for the potential, 
the stream function, in Arts. 16 and 24, and the particle function, in Arts. 12 and 15, 
are all of this form. This type of equation is sometimes termed pseudolinear, e.g. 
in [7]. If the coefficients A, B, C, F depend on x, y, ΘΦ/θχ, ΘΦ/dy, but not on Φ it­
self, the equation is often called quasilinear. However, in the monograph: F. G. 
TRICOMI, Lezioni sulle equazioni a derivate parziali, Torino: Editrice Gheroni, 1954, 
Eq. (2) is called quasilinear if A, B, C depend on x, y only, while F may depend on 
x, y, Φ, ΘΦ/θχ, ΘΦ/dy; this case is usually called semilinear. The linear equation of 
second order is always assumed to be of the form 

Θ*Φ β*Φ Θ2Φ ΘΦ ΘΦ 
A \- Β + C — + D - +E — + FΦ + G = 0, 

θχ2 dxdy dy2 θχ dy 

where Α, Β,... G depend on x, y only. 
28. In earlier treatises, characteristics were mainly studied for one partial differ­

ential equation of first order, or one partial differential equation of second order, see 
for example [3] and A. SOMMERFELD, Partial differential equations in Physics (trans, 
by E. G. Strauss), New York: Academic Press, 1949. In contrast to this, in the pres­
ent text and in [2], [4], [6], [21] systems of equations of first order are in the foreground. 
This approach was largely developed by J . HADAMARD [4] and by T . LEVI -C IV ITA [6]. 
The important book, J . HADAMARD, cit. Note 1.24, which is, in general, mathemati­
cally too advanced for our purpose, contains in the Preface and in Chapter I in­
teresting information regarding the earlier literature. A presentation such as the one 
in our test, with emphasis on "discontinuous solutions" in compressible fluid flow, 
is given in a very condensed form in the paper quoted Note 1.6. 

29. A detailed discussion of the case η = 2, k = 2 follows in Art. 10. The case 
η = 3, k = 2 is considered e.g. in [7], pp. 147-152, and the case η = 2, k = 3 in [29], 
p. 170 ff. 

30. If the equation of such a characteristic surface is written as/(xi, £2,· · ·, xn) = 
constant, then clearly / must satisfy the first-order partial differential equation 
which is obtained from (10') on replacing X„by θ}/θχμ (μ = 1, 2,· · ·, η). The so-called 
Monge cone (see [2], p. 63) of this first-order equation is the cone enveloped by 
planes whose normal direction satisfies (10'), i.e. it is the conjugate of the cone 
formed by the normal directions. (See Note 32.) 
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31. v. M ISES, cit. Note 1.6, introduced the concept of a discontinuous solution, in 
relation to the distinction of our text between "compatibility relations" and "addi­
tional equations". A set of functions ui , u2 , · · · , Uk is called a discontinuous solution 
of Eqs. (9.6) across a surface S* if ( i ) on both sides of S* all differential equations are 
satisfied, and if ( i i ) at least one of the Ui or its derivatives has a jump across S*. 
We shall see that in the general problem of Sec. 6 such discontinuities across the 
characteristic surfaces S* actually arise, including "absolute" discontinuities, i.e. 
discontinuities of the variables Ui . 

The definition leads to a criterion regarding the important question as to which 
of the k variables may jump across S*. Obviously, a variable may jump without 
violating conditions ( i ) , (i i ) if its derivative normal to S* does not appear at all in the 
(k — r) additional equations (see Note 38). Instead of this, both Hadamard and 
Levi-Civita use special physical reasoning to show why, in compressible flow, for 
example the pressure must not jump and certain velocity components cannot change 
abruptly. 

32. Eq. (20) for the three-dimensional steady potential equation may be written 

(qx
2 - a2)p2 + (qv

2 - a2)q2 + (?*2 - a 2 ) + 2qxq„pq + 2qyqzq - 2qzqxp = 0, 

where p,q are first-order derivatives of the characteristic surface, and p:q: — 1 = 
λι:λ2ΐλ3 . The Monge cone of this equation, considered as the partial differential equa­
tion of the characteristic surface, is identical with our Mach cone. 

33. The theory for a system of equations of second order from which the results 
regarding one equation of second order are then immediate, can be found in [4] or 
in [6], p. 9 ff. 

34. The present discussion applies to the very general "ideal fluid mot ion" of Sec. 
3.6. The solution in the case of an elastic fluid where η = k = 4, can be found in [6], 
p. 63. 

35. In Sec. 4 of the paper cit. Note 1.6, v. Mises also investigates the characteris­
tics when viscosity and heat conduction are admitted. Under the usual assumptions 
the system then consists of four differential equations of second and one of first 
order. The corresponding equation for λ , which is of degree nine, resolves into the 
product of the factor q\i + λ* and of a polynomial of degree eight which can vanish only 
if all λ» = 0. Hence the only discontinuities in this problem are those related to the 
factor q\\ + λ4 . By making use of prior work of P. Duhem, the same results without 
heat conduction were obtained by G. LAMPARIELLO, "Sull impossibilita di propaga-
zioni ondose nel fluidi viscosi", Atti. accad. nazl. Lincei, Rend. Classe set. fis. mat. e 
πα*., Ser. 6, 13 (1931), pp. 688-691. 

36. The intersection of an exceptional plane in χ,ι/,ζ-space, for which (27) holds 
for λ , with the x,i/-plane is not in general a Mach line. Analogously, the intersection 
of an exceptional plane in x,i/,2,i-space,with (26) for λ , with the 2,1/,2-space is in gen­
eral not tangent to the Mach cone. 

37. J . HADAMARD [4] introduced a different approach, much used in recent work 
on continuum mechanics (see also the clear and condensed presentation in [6]). Con­
sider a discontinuity surface S, varying in time. If the discontinuity is fixed with re­
spect to the medium, it is called a material discontinuity [example: q\i + λ4 = 0 in 
Eq. (26)]; otherwise it is called a wave (onde) [second factor of Eq. (26)]. 

In this theory the characteristic condition (10) is obtained by a method quite 
different from that explained in our text. 

38. Thus with respect to the triple root, our five original equations are transformed 
into three "compatibility relations", plus two "additional equations". These last 
are: one, the component of Newton's equation in the λ-direction; two, the continuity 
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equation. The first of these includes the derivative of ρ in the λ-direction; hence the 
pressure, p, cannot change abruptly across a surface consisting of particle lines. Com­
bining this with an analogous consideration of the continuity equation we find that 
only p and the tangential component of q may jump. These important facts are obtained 
by v. Mises, cit. Note 1.6, from the principle explained at the end of Note 31, which 
obviates introducing any separate physical considerations to explain why, for ex­
ample, ρ may jump and ρ must not. 

Jumps in these variables, viz., density and tangential velocity, across particle 
lines (streamlines in the steady case) do in fact occur; they are known as contact 
discontinuities, vortex sheets, etc. (see Sec. 15.2). Here v. Mises' conception differs 
basically from that of R. COURANT and K. O. FRIEDRICHS [21], p. 126, and others, 
who parallel contact discontinuities with shocks. For v. Mises the contact discon­
tinuities of compressible flow are discontinuities across characteristics, satisfying the 
condition (10), for which the variable itself undergoes an abrupt change; whereas a 
shock is strictly speaking not a phenomenon of inviscid nonconducting fluid flow 
theory. (See Sees. 14.1, 14.2, 22.1, and 22.2.) 

Article 10 

39. A system of this form is often called quasilinear (see also Note 27). 
40. Here, where η = k = 2, our results can be obtained in terms of the theory of 

two linear algebraic equations with two unknowns. An elegant presentation along 
these lines is given in SAUER, [7], p. 63 ff. The complete and symmetric compatibility 
relations (4a)-(4d) and (5) are new. 

41. This theorem, formulated in a mathematically more rigorous way, has been 
proved by H. LEWY, "Uber das Anfangswertproblem bei einer hyperbolischen nicht-
linearen partiellen Differentialgleichung zweiter Ordnung mit zwei unabhangigen 
Veranderlichen", Math. Ann. 98 (1927), pp. 179-191. A proof is in COURANT-FRIED-
RICHS [21], p. 48 ff. We also refer the reader again to T . LEVI -C IV ITA [6], to F. TRICOMI, 
cit. Note 27, and to R. SAUER [7]. 

42. This reasoning, which at the same time provides a numerical method, goes 
back to J. MASSAU, Memoire sur Vintegration graphique des equations aux derivees 
partielles, Gand: van Goethem, 1900 (reviewed in Enzykl. math. Wiss. II/3 (1915), 
p. 162, article by C. Runge and F. A. Wil lers), reprinted as Edition du Centenaire, 
Mons, 1952. 

43. We have seen that Massau's method (see Note 42) fails if any cross line as­
sumes characteristic direction. We must, however, beware of the mistaken belief that 
if this method encounters no obstacle—for what seems a sufficiently small mesh— 
it necessarily yields approximate knowledge of the desired solution. In fact, consider 
the system v2(du/dx) = u2(dv/dy), v2(du/dy) = u2(dv/dx), whose characteristics 
are the straight =h45°-lines. I t admits the particular solution u= [1 + 2(x 2 -f y2)\~l, 
ν = [1 -f 4:n/] _ 1, where υ —> «> on the hyperbola xy — — Y±. Along the noncharacteristic 
segment from (0,0) to (2,0), say, this solution takes on the regular boundary values 
u = (1 + 2x2)~x, ν = 1. Massau's method applied (for a chosen mesh) to the charac­
teristic triangle (0,0), (2,0), ( 1 , -1 ) does not encounter any difficulty (all cross lines 
may be taken horizontal thus having nowhere characteristic direction) and leads to 
well-defined finite values which give no indication of the singularity in the exact 
solution. On the other hand, in a sufficiently close neighborhood of the segment (0,0), 
(0,2) (whose distance from the x-axis is less than 1 — Λ/3/2) the exact solution is 
everywhere finite and Massau's method gives an approximation to it. (This example 
was communicated to H. Geiringer by M. Schiffer.) We do not wish to imply that 
such a situation will arise in the fluid-dynamical case, though the converse has never 
been demonstrated. 
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44. We may wonder whether by imposing suitable restrictions on the coefficients 
of the system (1) we could exclude cases such as the example in Note 43. The an­
swer is negative, since for a nonlinear differential equation the singularities of solu­
tions are not determined by singularities of the coefficients. For example, for the non­
linear ordinary equation dy/dx = y2, the general solution y — (a — x)~l has a pole 
at an arbitrary point χ = a, which can in no way be predicted from the coefficients 
of the given equation. 

45. I t is a frequent mistake to assume that in the characteristic boundary-value 
problem a solution is guaranteed in a small neighborhood of AB and of AC. I t is 
guaranteed only in a neighborhood of the point A. (Counter-examples can be con­
structed in various ways.) This can be understood intuitively from a comparison 
of Figs. 45 and 46. In Fig. 45 the whole row of points A'B' adjacent to A Β 
is derived directly from the given data along AB. In F ; g . 46, however, only the posi­
tion of Ρ4 follows directly from the given data. For all oxher points, say those adjacent 
to AB} we need in addition to the given data the derived values at P 4 , etc., and hence 
a certain uniformity concerning these derived values. A correct mathematical ex­
istence proof for this boundary-value problem is due to H . Lewy, see Note 41, and 
COURANT-HILBERT [2], where the problem is reduced to one of a system of ordinary 
differential equations. 

46. For the ' 'mixed' ' boundary-value problem where we know compatible values 
of u and ν along the characteristic AC and one variable along ΑΑι , existence can be 
proved in the neighborhood of A only. In relation to these more general boundary-
value problems see papers by: H . BECKERT, "Uber quasilineare hyperbolise he 
Systeme partieller Differentialgleichungen erster Ordnung mit zwei unabhangigen 
Variablen. Das Anfangswertproblem, die gemischte Randwertaufgabe, das charak-
teristische Problem", Ber. Verhandl. sdchs. Akad. Wiss. Leipzig, Math.-Naturw. KI. 
97 (1950), p. 68 ff.; W. HAACK and G. HELLWIG, "Uber Systeme hyperbolischer Differ­
entialgleichungen erster Ordnung. I " , Math. Z. 53 (1950), pp. 244-266; I I , ibid. pp. 
340-356; and R. COURANT and P. LAX , "On nonlinear partial differential equations for 
functions of two independent variables", Communs. Pure Appl. Math. 2 (1949), pp. 
255-273. 

47. Riemann developed this method in the paper quoted in Note 23 as a sort of 
appendix to the physical theory contained therein. He considers an equation such 
as (12.43) except that 2/(£ + η) is replaced by — m, a function of (£ + η). His method 
is completely explained by means of this example. The first to consider in detail the 
general equation (11) was G. DARBOUX, in his Legons sur la theorie generate des sur­
faces, 2nd ed., Vol. I I , Paris: Gauthier-Villars, 1915, p. 71 ff. (1st ed., 1888). 

48. Formula (17) is called Riemann's formula. Riemann's method has been gen­
eralized by various mathematicians, above all by J . HADAMARD, cit. Note 1.24, who 
developed an integration theory for the general second-order linear equation in n 
independent variables. See the presentation in SAUER, [7], p. 194 ff.; cf. also BERG­
MAN-SQUIFFER, [1], p. 365 ff., and the paper by M . Riesz quoted in Note 1.24. 

49. Regarding the determination of the function Ω, Riemann adds: " The determi­
nation of such a solution (our Ω) is often made possible by the consideration of a 
particular case . . . " . H. Weber, the editor of Riemann's works, explains this remark 
as follows: Since the determination of Ω is independent of the particular boundary 
values given for U, we may try to find a particular solution U for conveniently chosen 
values of U and its derivatives on a conveniently chosen 6 ; then the Riemann formula 
(17) gives Ω. This simple and very suggestive idea is carried out for Riemann's equa­
tion (Note 47). 

50. For examples of Riemann functions see Sec. 12. 4, and Note 111.22. 
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1. See Note 1.13. 
2. A complete qualitative discussion of these flows has been given by G . S. S. 

LUDFORD, "The classification of one-dimensional flows and the general shock prob­
lem of a compressible, viscous, heat-conducting fluid", / . Aeronaut. Sci. 18 (1951), 
pp. 830-834. For the special case Ρ = % (cf. Eq. (32)), the equations can be integrated 
explicitly, see M . MORDUCHOW and P. A. L IBBY, "On a complete solution of the one-
dimensional flow equations of a viscous, heat-conducting, compressible gas" , / . 
Aeronaut. Sci. 16 (1949), pp. 674-684. 

3. G . I . TAYLOR, "The conditions necessary for discontinuous motion in gases", 
Proc. Roy. Soc. A84 (1910), pp. 371-377. This paper appears in [20] and is essentially 
reproduced in Vol. I l l of [23] in the article by G . I . TAYLOR and J. W. MACCOLL, "The 
mechanics of compressible fluids", pp. 209-250. Taylor also considered the case μ0 = 0, 
which had been previously discussed by W. J. M . RANKINE, "On the thermodynamic 
theory of waves of finite longitudinal disturbance", Phil. Trans. Roy. Soc. London 
160 (1870), pp. 277-286. Similar results to Taylor's were obtained by LORD RAYLEIGH, 
"Aerial plane waves of finite amplitude", Proc. Roy. Soc. A84 (1910), pp. 247-284, or 
Scientific Papers, Vol. 5, London and New York: Cambridge University Press, 1912, 
pp. 573-610. As he (and later Becker, cit. Note 6) pointed out, the case μο = 0 is some­
what irregular; it must be treated as a limit, see D. GILBARG, "The existence and 
limit behavior of the one-dimensional shock layer" , Am. J. Math. 73, (1951), pp. 
256-274. See also M. J. LIGHTHILL, "Viscosity effects in sound waves of finite ampli­
tude" , Surveys in Mechanics, London and New York: Cambridge University Press, 
1956, pp. 250-351. 

4. The complete problem was first fully treated by R. v. MISES, "On the thickness 
of a steady shock wave " , J. Aeronaut. Sci. 17 (1950), pp. 551-555. For a discussion of 
the nonperfect gas see D. GILBARG, Note 3. 

5. L. PRANDTL ["Eine Beziehung zwischen Warmeaustausch und Stromungswider-
stand der Flussigkeiten", Physik. Z. 11 (1910), pp. 1072-1078] used this ratio in a 
hydrodynamical analogue of a heat transfer problem. 

6. R. BECKER, "Stosswelle und Detonation", Z. Physik. 8 (1922), pp. 321-362 
[translation: Ν AC A Tech. Mem. 506 (1929)]. Becker also considered the cases μ0 = 0 
and k = 0, see Note 3. 

7. LORD RAYLEIGH, "On the viscosity of argon as affected by temperature", Proc. 
Roy. Soc. 66 (1900), pp. 68-74, or Scientific Papers, Vol. 4, London and New York: 
Cambridge Univ. Press, 1903, pp. 452-458. 

8. R. A. M ILL IKAN , "Uber den wahrscheinlichsten Wert des Reibungskoeffizienten 
der Lu f t " , Ann. Physik 41 (1913), pp. 759-766. Millikan obtains his result by fitting 
Sutherland's formula in the kinetic theory of gases to experimental values for air: 

51. A t this stage, our point of view is that, if all variables are considered as func­
tions of u,v, then x(u,v) and y(u,v) must satisfy (22) if after inversion [guaranteed 
by / ^ 0] u(x,y) and v{x,y) are to satisfy (1). One does not obtain all solutions of (1) 
in this way: those for which j = 1/J vanishes are " l o s t " (see Art. 18). If the two tran­
sitions, the one from the z,2/-plane to the w,^-plane and the reverse one are considered 
separately we see that j 9* 0 is the condition for the first, J ^ 0 that for the second 
one. More will be found in Arts. 17, 18, and 19. 
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W. SUTHERLAND, "The viscosity of gases and molecular forces", Phil. Mag., Ser. 5, 
36 (1893), pp. 507-531. It is now generally accepted that the constant 223.2 in Eq. 
(43) should be replaced by one closer to 200 (see for example [37], Vol. 5, p. 1504.1-1), 
but this has no effect on the conclusions. 

9. Τ . H. LABY and E. A. NELSON, "Thermal conductivity; gases and vapors" , 
International Critical Tables, Vol. 5, New York: McGraw-Hill , 1929, pp. 213-217. The 
formula is accurate in the range —312°F to 415°F. 

10. This is Eucken's formula, see J . H. JEANS, Kinetic Theory of Gases, London 
and New York: Cambridge Univ. Press, 1952, p. 190. 

11. For all but quite weak shocks this thickness is of the same order of magnitude 
as the mean free path. Becker, cit. Note 6, questioned whether in these circumstances 
the equations of continuum mechanics are applicable to the problem, and the belief 
has grown that only kinetic theory is capable of a correct account of the transition. 
However several authors, starting with L. H. THOMAS [ "Note on Becker's theory of 
the shock front", J. Chem. Phys. 12 (1944), pp. 449-453], have emphasized the con­
siderable increase in thickness resulting from more realistic assumptions such as 
temperature dependence of viscosity and thermal conductivity. For a critical dis­
cussion and bibliography of the controversy see D. GILBARG and D. PAOLUCCI, "The 
structure of shock waves in the continuum theory of fluids", / . Rational Mech. Anal. 
2 (1953), pp. 617-642. These authors also investigate the effect of other viscosity as­
sumptions than that of Navier-Stokes, Eq. (6) . 
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12. As was pointed out in Note 1.8, a distinction is made between the terms " i d ea l " 
and "perfect" . In this article we are primarily concerned with an ideal perfect gas in 
isentropic motion. However the discussion is carried through for a general ideal 
elastic fluid, with the polytropic case for illustration. 

13. For a general survey and useful bibliography of one-dimensional nonsteady 
flow, see O. ZALDASTANI, "The one-dimensional isentropic fluid flow", Advances in 
AppL Mech. 3 (1953), pp. 21-59. 

14. The variable ν was introduced by B. R IEMANN, cit Note 11.23, who used the 
so-called Riemann invariants r = (v + u)/2 = ξ/2 and s — (v — u)/2 = η/2 in place 
of u and v. Here £ and η are the characteristic variables of Sec. 12.4, cf. Eq. (10.6). 
R. LIPSCHITZ ["Beitrag zu der Theorie der Bewegung einer elastischen Flussigkeit", 
J. reine angew. Math. 100 (1887), pp. 89-120] extended Riemann's discussion, in par­
ticular to the case when gravity force acts. 

15. I t was in discussing Eq. (27') that Riemann developed his theory of integration 
of hyperbolic differential equations, see Note 11.47. 

16. The general (p,p)-relation leading to an equation of the type (34) has been 
given by R. SAUER, "Elementare Losungen der Wellengleichung isentropischer Gas-
stromungen", Z. angew. Math. Mech. 31 (1951), pp. 339-343. 

17. Equation (34) is a special case of what is now called the Euler-Poisson-Darboux 
equation: G. DARBOUX, cit. Note 11.47, pp. 54-70. See also L. EULER, "Institutiones 
calculi integralis", Opera Omnia, Ser. 1, Vol. 13, Leipzig and Berlin: Teubner, 1914, 
pp. 212-230; and S. D. POISSON, "Momoire sur l'intogration des Equations linoaires 
aux differences partielles", J. ecole polytech. Ser. 1, 19 (1823), pp. 215-248. Recent 
mathematical interest in the equation and its generalization has been stimulated 
mainly by the work of A. WEINSTEIN, see for example "On the wave equation and the 
equation of Euler-Poisson", Proc. Symp. Appl. Math. (A.M.S.) 5 (1954), p. 137-147. 

18. For either quotient these values are κ = (2N + 3)/(2iV + 1) where Ν is any 
integer. In particular Ν = 1 gives κ = % which is the value of y for a monatomic 
Sas. The orresponding values of n are then: n = 1 for zn = U or pt, n = —1 for V 
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or χ — ut, η = 2 for ψ, and η = —2 for I. Thus, the physically most interesting cases 
of monatomic and diatomic gases correspond to mathematically simple equations 
(34). 

19. Equations (37) and (38) give Euler's solution of Eq. (34), see Note 17. In a 
more compact notation the equations may be written: 

(37) zn = i^+t ( - - ) (—), Z , = ( - l ) »zo/(2n - l ) (2n - 3) · • · 1, 

\V dv/ \ V j 
(38) Z n = (I l Y 1 l h \ χ» = ( - 1 ) - W ( 2 m - 3) (2m - 5) · · · 1. 

\v dv/ \ ν / 

The second of these is due to A. E. LOVE and F. B. PIDDUCK, "Lagrange's ballistic 
problem", Phil. Trans. Roy. Soc. London, A222 (1922), pp. 167-226. The first follows 
from it by a correspondence due to G . DARBOUX, cit. Note 17. 

20. R. v. M ISES, "One-dimensional adiabatic flow of an inviscid fluid", NAVORD 
Rept. 1719 (1951). The basic idea is contained in L. EULER, cit. Note 17. Integral 
representations have been used by Ε . T . COPSON ["On sound waves of finite ampli­
tude" , Proc. Roy. Soc. A216 (1953), pp. 539-547] and A. G . MACKIE ["Contour in­
tegral solutions of a class of differential equations", J. Rational Mech. Anal. 4 (1955), 
pp. 733-750]. 

21. The solutions (37) and (38) may also be written in terms of the characteristic 
variables ξ and η. Thus (see Note 19) with ZQ = ( - l ) » 2 0 / 2 » ( 2 n - l ) (2n - 3) · · · 1 = 

+ G(v), we find after some reduction 

( 3 7 ) ' - - f t + ^ ^ f t + ^ + ^ c F + ^ J -

Also, with Zo = (-\)m~l2mzQ/(2m - 3)(2m - 5) · · · 1 = + G(v), 

( j Z n θΓ" 1 ft + τ;)- + dV^ (ξ + v)m' 

These formulas are due to G . DARBOUX, cit. Note 17. 
22. More generally Eq. (34) reads in characteristic form: 

d2Zn n ίθΖη θζΛ _ φ 

Β&η~~ ξ +η\θξ θη ) ~ 

The Riemann function is then 

Ω = ( τ^Υ πι + «, ί; = (τχ^Υ ™ + ™> 
\£ + ν / \ξ + ν / 

where σ = (ξ — ξι)(η — ηι)/(ξ + η)(ξι + ηι), F is the hypergeometric function and 
Pn the Legendre function; for η = —2 we recapture (46). This result was obtained by 
B. R IEMANN, cit. Note 11.23. Riemann also discussed the case κ = 1 (isothermal: 
p/p = c2, constant) for which (43) is replaced by 

d2V (dV dV\ , 1 
+ k[— + — ) = 0; k = - . 

Θξθη \θξ θη J 4c 

The Riemann function in this case is 
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can be obtained by noticing that forw = e ' ^+^V i t reduces to one of the above kind 
with k — i. Hence we find 

Ω = Λ(2\/(£ - ϋι)(η - m ) ) , 

where Jo is the Bessel function of order zero. 
23. R. v. M ISES, cit. Note 20. Numerical and graphical methods analogous to 

those presented at the end of Sec. 16.7 have been given (respectively) by F. SCHULTZ-
GRUNOW, "Nichtstationare eindimensionale Gasbewegung", Forsch. Gebiete Inge-
nieurwesens 13 (1942), pp. 125-134, and R. SAUER, "Characteristikenverfahren fur die 
eindimensionale instationare Gasstromung", Ing.-Arch. 13 (1942), pp. 78-89. 

24. With suitable interpretation, Riemann's formula (10.17) still applies to such 
cases as this, see G. S. S. LUDFORD, "On an extension of Riemann's method of integra­
tion with applications to one-dimensional gas dynamics", Proc. Cambridge Phil. 
Soc. 48 (1952), pp. 499-510, or "Riemann's method of integration: Its extensions with 
an application", Collectanea Math., 6 (1953), pp. 293-323. 

25. R. v. M ISES, cit. Note 20. This problem was also considered by A. H. TAUB, 
"Interaction of progressive rarefaction waves" , Ann. Math. 47, (1946), pp. 811-828; 
see also Sec. 13.4. A special case arising in ballistics was discussed by A. E. LOVE 
and F. B. PIDDUCK, cit. Note 19. Of course the same results can be obtained by Rie­
mann's method, but no so directly. 

26. Only three of these conditions are independent. The effect of choosing other 
fu 9i,fi> g", c and k which satisfy Eqs. (53) is to add a term a + βξ + τ£ 2 + δ£3 to 
/ and a term — a -f βη — + δη3 to g, where α, β, y, δ are constants. This merely 
adds a constant to V in Eq. (42) and hence has no effect on χ and t as functions of u 
and ν in Eqs. (47). We could take C = 0, but in the example of Sec. 13.5 it is more 
convenient to take C ^ 0. 

27. Only five of these equations are independent. The effect of choosing other 
values for the ten constants is to add a term a + βξ + τ£ 2 + δξ3 + E£4 to / and a 
term — a + βη — yy2 -f- δη3 — E?;4 to g. As before α, β, y, δ have no effect on the 
final result, while the E merely shifts the origin of x. 

28. R. v. M ISES, cit. Note 20. This problem was also considered by K . BECHERT, 
"Zur Theorie ebener Storungen in reibungsfreien Gasen", Ann. Physik, Ser. 5, 37 
U940), pp. 89-123, and I I ibid. 38 (1940), pp. 1-25. 

29. The general solution of the homogeneous equation corresponding to (61) is 
/ = a0 + (B0£ + Co*2 4- £>o£3, g = - α β + ®OT? - Co*?2 + S W , but the addition of 
terms £33D[z(£)] and η3$)[χ(η)] in (62) has no effect on the final answer in the present 
approach. An equivalent but less elegant result is obtained by the usual method of 
variation of parameters where one would set Yi = F 2 = 0; instead we put 3D = 0 
and Fi = F 2 . 

Ω = ek^+>V0(2k\/7v), 
where τ = £ — £1 , ? = — νι , and I0 is the Bessel function (of imaginary argument) 
of order zero. The precise relation between these two Riemann functions is given in 
G. S. S. LUDFORD, " T w o topics in one-dimensional gas dynamics", Studies in Mathe­
matics and Mechanics Presented to Richard von Mises, New York : Academic Press, 
1954, pp. 184-191. This paper also gives other examples. The Riemann function for 
the "telegraphist's equation" ([2], p. 316): 

&u 
+ u = 0, 
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30. Such a problem arises in the treatment of interstellar gas clouds, see for exam­
ple Ε. T . COPSON, cit. Note 20, and D. C . PACK, " A note on the unsteady motion of 
a compressible fluid", Proc. Cambridge Phil. Soc. 49 (1953), pp. 493-497. 

31. The solutions now known as simple (or progressive) waves were found by S. D. 
POISSON ["Mernoire sur la thoorie du son", J. ecole polytech., Ser. 1, 14 (1808), pp. 319-
392] for the special case κ = 1 (isothermal). Later S. EARNSHAW ["On the mathe­
matical theory of sound", Phil. Trans. Roy. Soc. London 150 (1860), pp. 133-148] ex­
tended the study to a general elastic fluid. For a discussion see LORD RAYLEIGH, 
Note 3. RIEMANN, cit. Note 11.23, showed that an arbitrary limited disturbance of 
an unlimited gas at rest eventually separates into two simple waves. 

32. Geometrical ideas such as the envelope Ε appear in a paper to which we shall 
need to refer later: H . HUGONIOT, "Momoire sur la propagation du movement dans 
les corps, et spocialement dans les gaz parfaits", J. ecole polytech., Ser. 1, 57 (1887), 
pp. 1-97, and 58 (1889), pp. 1-125. 

33. Centered waves were used by Riemann, cit. Note 11.23, in his discussion of 
initial discontinuities. 

34. The eventual breakdown of such a simple wave was first pointed out by G. G. 
STOKES, "On a difficulty in the theory of sound", Phil. Mag. Ser. 3, 33 (1848), pp. 
349-356, or Mathematical and Scientific Papers, Vol. 2, London and New York: Cam­
bridge Univ. Press, 1883, pp. 51-55. Stokes treated the isothermal case. The result 
was extended to the general elastic case by B . RIEMANN, cit. Note 11.23. For a purely 
analytical treatment of the change in type of a simple wave, see S. EARNSHAW, cit. 
Note 31, and COURANT and FRIEDRICHS [21], pp. 96-97. 

35. The case in which the path of the piston is prescribed was treated first by S. 
EARNSHAW, cit. Note 31, and then by H . HUGONIOT, cit. Note 32, LORD RAYLEIGH, 
cit. Note 3, and A. F. PILLOW, "The formation and growth of shock waves in the one-
dimensional motion of a gas" , Proc. Cambridge Phil. Soc. 45 (1949), pp. 558-586. In 
the famous problem of ballistics first studied by J. L. LAGRANGE in 1793, the path of 
the piston must be determined: S. D. POISSON, "Formules relatives au movement du 
boulet dans l'intorieur du canon, extraites des manuscrits de Lagrange", / . ecole 
polytech., Ser. 1, 21 (1832), pp. 187-204, or Oeuvres de Lagrange, Vol. 7, Paris: Gauthier-
Villars, 1877, pp. 603-615; for extensive discussions see Α. Ε. H . LOVE and F. Β. 
PIDDUCK, cit. Note 19, and M . C. PLATRIER, "Analyse du probleme balistique de 
Lagrange", Mem. artillerie frang. 15 (1936), pp. 431-477. 

36. Thus according to (13.11') we have 

37. The problem of interaction of symmetric waves is equivalent to that of the re­
flection of one of them at a fixed wall (the line of symmetry). The latter occurs in La­
grange's problem, see Note 35. Penetration of general simple waves was discussed by 
A. H. TAUB, cit. Note 25. 

38. C. D E PRIMA has shown that there is a connection between this function t and 
the Riemann function of the ^-equation [(12.34) with η = —3], see [21], pp. 194-196. 

Article 13 
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Thus for general κ, the solution in the penetration region is 

t = ίο Ω(ι>ο,*>ο ;£,»?), 

where Ω(£,ΐ7£1,171) is given in Note 22, with η = - (κ + 1)/2 (κ - 1 ) , see Eq. (12.33). 
Knowing the corresponding function χ can be determined from (12.23) by integra­
tion. Nonsymmetric waves, whose centers have the same l va lue , can be made sym­
metric by superimposing a suitable constant velocity on the whole flow. 

Article 14 

39. I t should be emphasized that this is a direct appeal to experience. To reach a 
similar contradiction in the case of steady plane flow a more careful formulation of 
the experimental evidence is necessary (see Sec. 22.1 ) . 

40. Mathematically, the order of the system of differential equations governing the 
motion is reduced on setting μ = 0. Such systems lead naturally to so-called asymp­
totic phenomena (see end of Sec. 2 ) , which in fluid dynamics first appeared in the 
"boundary layer theory" of L. PRANDTL, "Uber Flussigkeitsbewegung bei sehr kleiner 
Reibung", Verhandl. III. internal. math.-Kongresses, Heidelberg (1904), pp. 484-491. 
This paper is included in L. PRANDTL and A . BETZ, Vier Abhandlungen zur Hydro-
dynamik und Aerodynamik, Gottingen: Kaiser Wilhelm-Institut fur Stromungsfor-
schung, 1927, pp. 1-8 (reprinted 1943,.Ann Arbor: Edwards). The asymptotic charac­
ter of the boundary layer was later pointed out by T . v. KXRMXN, "Uber laminare 
und turbulente Reibung", Z. angew. Math. Mech. 1 (1921), pp. 233-252 and R. v. 

MTSES, "Bemerkungen zur Hydrodynamik", ibid. 7 (1927) , pp. 425-431. For a survey 

of the many facets of asymptotic phenomena see K. O. FRIEDRICHS, "Asymptotic 
phenomena in mathematical physics", Bull. Am. Math. Soc. 61 (1955), pp. 485-504. 
A technique for obtaining uniformly valid approximations in such problems has been 
developed by M. J . Lighthill and others, see H. S. TSIEN, " The Poincaro-Lighthill-
Kuo method", Advances in Appl. Mech. 4 (1956), pp. 281-349. Cf. also Sees. 24.5, 6. 

41. See for example [24], pp. 477-756. 
42. For a nonperfect gas yp/(y — l )p must be replaced by the enthalpy I(p,p) 

of the gas, see Eq. (2.23' ) · The corresponding changes in Art. 11 which lead to this re­
sult are obtained by retaining U in Eq. (11.5) instead of replacing it by gRT/(y — 1 ) . 
For a full discussion see D. GILBARG, cit. Note 3. Similar changes must then be made 
in the remainder of this section. 

43. Such flow patterns are also called weak solutions of the differential equations 
of ideal fluid theory, and can be alternatively defined by certain integral conditions, 
see for example P. D. LAX, " Init ial value problems for non-linear hyperbolic equa­
t ions", Contract Nonr 58804, Dept. of Math., Univ. of Kansas, Tech. Kept. 14 (1955), 
pp. 13-57. 

44. B. R IEMANN cit. Note 11.23, W. J . M . RANKINE cit. Note 3, and H. HUGONIOT 

cit. Note 32. Hugoniot also took the occurrence of these discontinuities for granted. 
Rankine justified his results on the basis of heat conduction alone, but failed to see 
that this case is singular. Neither Riemann, Rankine, nor Hugoniot included the 
inequality (14.9) and hence considered rarefaction shocks as well as condensation 
shocks (see next section). LORD RAYLEIGH, cit. Note 3, gave a survey of the question 
and in particular justified the Rankine-Hugoniot shock conditions on the basis of 
viscosity. See also R. RUDENBERG, "Uber die Fortpflanzungsgeschwindigkeit und 
Impulsstiirke von Verdichtungsstossen", Artilleristische Monatsh. Nos. 113 and 
114 (1916), pp. 237-265 and 285-316, and M. J . LIGHTHILL, cit. Note 3. 

45. See Note 42. The results in the following sections have been extended to the 
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case of a nonperfect gas; see P. DUHEM, "Sur la propagation des ondes de choc au 
sein des fluides", Z. physik. Chem. 69 (1909), pp. 169-186, H. A. BETHE, "The theory 
of shock waves for an arbitrary equation of state" , OSRD Rept. ATo. 545 (1942), and 
H. WE Y L , "Shock waves in arbitrary fluids", Communs. Pure Appl. Math. 2 (1949), 
pp. 103-122. 

46. This fact is often made the basis of an approximation in which the results of 
Arts. 12 and 13 are again used behind the shock. See for example K. O. FRIEDRICHS, 
"Formation and decay of shock waves" , Communs. Pure Appl. Math. 1 (1948), pp. 
211-245, and A. F. P ILLOW, cit. Note 35. See also Note V . 24 and M. J. LIGHTHILL, 
cit. Note 3. 

47. For this case (14.22) is equivalent to Prandtl's relation, see Note V .25 . 
48. This is referred to as the Hugoniot curve. If the state 2 were connected to the 

state 1 by an inviscid adiabatic process the hyperbola would be replaced by ηΡ = 1, 
a curve which is asymptotic to the f- and r7 -axes and osculates the hyperbola at A. 

49. See H. HUGONIOT, Note 32, and previous Note. 
50. This remark plus the fact that the entropy change across a shock is of the third 

order in p2—pi gives a theorem similar to the one for steady plane flow in Sec. 23.1, 
the only changes being that 0 is replaced by u, and F is now a function of p,p, and 
u, with derivatives 

dF ρ dF dF Λ ( dF ρ dF\ dF 
F' = pa h 1 and F = - I Pa \-- — ) + —. 

dp a dp du \ dp a dp J du 

51. See B . R IEMANN, Note 11.23, where the problem of an initial discontinuity 
separating regions of uniform flow is treated. For a corrected treatment see Η . WEBER 
[33], pp. 522-531. The two initial discontinuities in this example are equivalent to 
special cases of those treated by Riemann (reflection of the initial conditions about 
χ = 0,1). An extended treatment of Riemann's problem has been given by R. COURANT 
and K. O. FRIEDRICHS, "Interaction of shock and rarefaction waves in one-dimen­
sional motion", OSRD Rept. No. 1567 (1943). 
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52. This reflection problem was treated by H. HUGONIOT, cit. Note 32, who also 
considered successive reflections from a uniformly moving piston and fixed wall in 
turn. More recently, it has been discussed by H. PFRIEM, "Reflexionsgesetze fur 
ebene Druckwellen grosser Schwingungsweite", Forsch. Gebiete Ingenieurwesens 12 
(1941), pp. 244-256. 

53. This result is due to H. HUGONIOT, cit. Note 32 (p. 94 ) , who discussed and used 
the corresponding discontinuity. 

54. H. v. HELMHOLTZ, cit. Note 11.23. 
55. See the section on the Lanchester-Prandtl wing theory in v. M ISES and FRIED­

RICHS [25]. A short history has been given by R. v. M ISES in the notes to Chapter 
I X in [16]. 

56. The occurrence of contact discontinuities in problems involving shocks was 
first emphasized by J. v. NEUMANN, "Theory of shock waves" , OSRD Rept. No. 1140 
(1943). See also Note 53. 

57. The reflection treated in Sec. 1 is equivalent to a special case of the present 
problem in which the two shocks have equal strength. A second type of interaction 
occurs when the two shocks move in the same direction so that one overtakes the 
other. A study of interactions of shocks and rarefaction waves in one-dimentional 
flows was made by R. COURANT and K. ( ) . FRIEDRICHS, cit. Note 51. Theory and ex-
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1. If Po denotes a reference density, and ψχ , ψυ the partial derivatives of ψ, Eq. 
(21 ) is replaced by 

Here (pa/p 0 ) 2 is a given function of ψχ
2 + Φν2 (Sec. 24.2). 

With the same notation, the second-order equation for steady flow with axial sym­
metry is 

*- - - 2 φ μ + - +-y fey=°-
Here (pa/p 0 ) 2 is a given function of (l/y2)(tx

2 + ψυ
2). 

Equation (16.21) is replaced by Eq. (24.9) if the flow is strictly adiabatic but not 
necessarily elastic. 

2. Even apart from the fact that the (x,t)-problem of Chapter I I I is always hyper­
bolic it is mathematically much easier than the present problem. In Art. 12 we could 

periment are compared in I . I . GLASS and G. N . PATTERSON, " A theoretical and ex­
perimental study of shock-tube flows", J. Aeronaut. Sci. 22 (1955), pp. 73-100. 

58. The theorem of Note 50 predicts that, to the second order, u = ui + u2 (see 
similar result in Sec. 23.6) . Hence in this example (ui + u2)/v0 = 2 / 5 y/ΐ = 0.1512 is 
the estimated value of x, which is good agreement considering the strengths of the 
shocks. 

59. The idea of the method presented in this section is due to R. v. Mises. I t was 
worked out by G. S. S. LUDFORD, H. POLACHEK, and R. J . SEEGER, ' O n unsteady 
flow of compressible viscous fluids", J. Appl. Phys. 24 (1953), pp. 490-495. 

60. See J . v. NEUMANN, "Proposal and analysis of a new numerical method for the 
treatment of hydrodynamic shock problems", NDRC Appl. Math. Rept. No. 108.1R 
(1944). He found that the particles acquire small oscillations, superimposed on their 
true paths, after passing through the location of the shock, and he interpreted this 
in terms of internal energy. 

61. See for example H. GEIRINGER "On numerical methods in wave interaction 
problems", Advances in Appl. Mech. 1 (1948) pp. 201-248, and remarks of K. O. 
FRIEDRICHS in [31], pp. 50-58. 

62. See the paper quoted in Note 59. A second way out, having a similar effect, 
is to change the viscosity law; see J . v. NEUMANN and R. D. RICHTMEYER, " A method 
for the numerical calculation of hydrodynamic shocks", J. Appl. Phys. 21 (1950) , 
pp. 232-237, and R. v. M ISES, cit. Note 1.6. 

63. See Notes 46 and V .45 . 
64. This is due to Μ . H. MARTIN , "The propagation of a plane shock into a quiet 

atmosphere", Can. J. Math. 5 (1953), pp. 37-39. The approach was developed by 
G. S. S. LUDFORD and Μ . H. MARTIN , "One-dimensional anisentropic flows", Com-

>muns. Pure Appl. Math. 7 (1954), pp. 45-63, and G. S. S. LUDFORD, "Generalised 
Riemann invariants", Pacific J. Math. 5 (1955), pp. 441-450. 
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indicate explicit general solutions. Nothing similar exists here. 
3. With respect to the characteristics as Mach lines, cf. Note 1.25. 
4. Two mathematically interesting special cases may be considered: (a) the 

characteristics in the x,T/-plane are rectilinear, and (b) those in the w,t>-plane are 
rectilinear, (see SAUER [7], p. 90 ff.). In our problem both cases can be realized by con­
sidering particular (p,p)-relations: the first, with the "Pe>es-Munk (p,p)-relation", 
ρ = A + Β [arc tan ρ — p/(l + p 2 ) ] ; the second, with the raletion ρ = A — B/p 
(Sees. 17.5 and 17.6) generalized to supersonic flow (cf. e.g. [71, p. 100 ff.); physically, 
this generalization is controversial. Compare also R . SAUER, cit. Note 11. 

5. The hodograph method as explained in this section (cf. also Sees. 8.6, 10.6, 
and 10.7 is due to Chaplygin (1869-1944) : S. A . CHAPLYGIN, ' O n gas j e t s " , Sci. Mem. 
Moscow Univ. Math. Phys. Sec. 21 (1902), pp. 1-121 (translation: Ν AC A Tech. 
Mem. 1063 (1944). Compare also Note 11.23. 

.Chaplygin quotes as predecessors P. MOLENBROEK, "Ueber einige Bewegungen 
eines Gases bei Annahme eines Geschwindigkeitspotentials", Arch. Math. Phys. 9 
(1890), pp. 157-195 (included in [20 ] ) , and the work of HELMHOLTZ of 1868, cit. Note 

11.23. We also mention A . STEICHEN, "Beitrage zur Theorie der zweidimensionalen 
Bewegungsvorgange in einem Gase, das mit Uberschallgeschwindigkeit stromt", 
Dissertation, Gottingen, 1909. D. RIABOUCHINSKY ["Mouvement d'un fluide com­
pressible autour d'un obstacle" Compt. rend. 194 (1932), pp. 1215-1216] has drawn 

attention to the importance of Chaplygin's work. An early account of the theory 
was also given by B. DEMTCHENKO, "Sur les mouvements lents des fluides compros-
sibles", Compt. rend. 194 (1932), pp. 1218-1222. Extensive bibliographies on the hodo­

graph method are in [20], p. 263 ff. and in [21], p. 441 ff. 
6. Many of the properties of the fixed characteristics and their relation to the Mach 

lines are contained in the paper by L. PRANDTL and A . BUSEMANN, cit. Note 11.24. 
In connection with the orthogonality of Mach lines and fixed characteristics cf. Sec. 
9.4, particularly Eq. (9 .15) . 

7. Essentially the same definition of characteristic coordinates (our Eq. ( 43 ) ) is 
found in the paper cit. Note 6 in which the graphical procedure of p. 260 is also intro­
duced. The method has been further developed by G. GUDERLEY, "D i e Charakteristi-
kenmethode fur ebene und achsensymmetrische Uberschallstromungen", Jahresber. 
deut. Luftfahrtforsch. 1 (1940), pp. 522-535. See also K . OSWATITSCH, "Ueber die Char-

akteristikenverfahren der Hydromechanik", Z. angew. Math. Mech. 25/27 (1947), 
pp. 195-200, 264-270, and W. TOLLMIEN, "Steady two-dimensional rotationally sym­
metric supersonic flows", Grad. Div. Appl. Math., Brown Univ., Trans. A G - T - 1 

(1946). 
8. This rather obvious theorem is directly analogous to one of the "slip line the­

orems", due to H. Hencky and L. Prandtl, well-known in the theory of a plane per­
fectly plastic body. 

Article 17 

9. The usual derivation is to start with a second-order equation such as Eq. (16.14) 
and to apply to it the "contact transformation" associated with the name of Le-
gendre. This transformation, applied to gas dynamics, is found in S. D. POISSON, 
cit. Note 1.23. The derivation may be found in textbooks on partial differential equa­
tions, e.g., H. BATEMAN, Partial Differential Equations of Mathematical Physics, 
New York: Dover, 1944, or [2 ] . See also G. HAMEL, Mechanik der Kontinua, Stutt­
gart: Teubner, 1956, p. 108. 

The following is of interest for us. If to an equation such as ( 5 ) , 
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/ dv\ Idx\ 

\duj 2,1 \dy)\,2 

and this is the same orthogonality relation as in (9.15) and in (16.37). We realize 
that this orthogonality is a general mathematical fact, which does not depend on par­
ticular properties of our mechanical equations. 

10. We may obtain the equation for the Legendre stream function by applying the 
formal Legendre transformation to the equation for the stream function, viz. Eq. 
(16.21) which we write as in Note 1, with pQ = 1. We now put d^/dx = r, d\p/dy = t 
and apply the contact transformation, as in Eq. (10): V(r,t) = xr + yt — \J/(x,y). By 
the rule formulated in Note 9, we then obtain 

*rr(a2p2 - r2) - 2*rtrt + *tt(a2p2 - t2) = 0. 

Here ap is a function of r2 + t2\ the variables t = pu, —r — pv are the components 
of the flux vector pq. Hence this is a mapping not onto the hodograph plane, i.e. 
the q-plane, but onto the pq-plane; see SAUER [29], p. 157. 

11. R. SAUER, cit. Note III.16, investigates the (p,p)-relations for which Eq. (21) 
becomes a "Darboux equation", in which case a general integral depending on two 
arbitrary functions is known. 

12. The inversion formulas of this section are given, for example, in Chaplygin's 
paper, cit. Note 5. They are also derived in detail in a paper by F. Ringleb, which we 
shall discuss extensively in Art . 20: F. RINGLEB, "Exakte Losungen der Differential-
gleichungen einer adiabatischen Gasstromung", Z. angew. Math. Mech. 20 (1940), pp. 
85-198. 

13. Bibliographical data have been given in the Notes to Art. 7. Compare also the 
treatment by Ringleb in the paper quoted in Note 12. A further exact solution, not 
discussed by us, which belongs in this group has been defined and studied by W. 
TOLLMIEN, "Zum Uebergang von Unter- zu Uberschallstromung", Z. angew. Math. 
Mech. 17 (1937), pp. 117-136. 

14. For Figs. 100b and 101b, the drawings (Figs. 39 and 40) in [24], Chapter V by W. 
G. BICKLEY, have been used in part. 

#2φ ^2φ £2φ 
a(u.v) h 26(u.v) h c(u,v) — = 0, 

du2 ' dudv ' dv2 

we apply the Legendre transformation defined by Eqs. (4), (4 ' ) , (6), we obtain the 
equation 

a i^P <h\ dV _ ^ id*p d<p\ d2<p ^ /d<p d<p\ d2<p _ ^ 
a\dx'dy)dy2 \dx dy) dxdy C\dxdy)dx2~ 

The fixed characteristics of the first of these equations are given by 

(dv\ 1 . 
a dv2 - 2b dudv + c du2 = 0, ( — ) = - (b ± \/b2 - ac) , 

\du /i,2 a 

and the characteristics in the x,y-plane, which depend on the solution <p(x,y), are 
given by 

/dx\ 1 
a dx2 + 2b dx dy + c dy2 = 0, ( - ) = - - (b =F ^/b2 - ac). 

\dy/u2 a 

Hence 
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15. See S. A. CHAPLYGIN, cit. Note 5, Part V. His method was modified, elaborated 
and used in many ways by v. Kdrman and H. S. Tsien, see T . v. KARMAN, cit. Note 
IV.30 and H. S. TSIEN, "Two-dimensional subsonic flow of compressible fluids", 
/. Aeronaut. Sci. 6 (1939) pp. 399-407. 

16. See S. A. CHAPLYGIN, cit. Note 5, p. 97 of translation. 
17. We have thus seen that for a gas with (p,p)-relation: ρ = A — B/p, the 

Chaplygin equation θ2ψ/θσ2 + Κ(σ)θ2φ/θθ2 = 0 reduces to the Laplace equation. 
For another particular pressure-density relation the Chaplygin equation reduces 
to the Tricomi equation, namely, θ2ψ/θσ2 + σ(θ2ψ/θθ2) = 0. This gas is called the 
"Tricomi gas" . Compare for example F. TRICOMI "Correnti fluide transoniche ed 
equazioni a derivate parziali di tipo misto" , Rend. Seminar. Mat. Torino 12 (1953), 
pp. 37-52. 

18. I t can be shown that for this (p,q)-relation the potential equation in the x,y-
plane, viz., 

_a / d*>\ Θ / ΘΛ _ 

dx V dx) + dy V dy) " °' 

is always elliptic and is in fact the differential equation of minimal surfaces. 
19. Compare also F. H. CLAUSER, "Two-dimensional compressible flows having 

arbitrarily specified pressure distributions for gases with gamma equal to minus 
one" , Sijmposium on Theoretical Compressible Flow, White Oak, Maryland (1949), pp. 
1-32. 

20. C. C. L I N , "On an extension of the von Kdrmdn-Tsien method to two-dimen­
sional subsonic flows with circulation around closed profiles", Quart. Appl. Math. 
4 (1946), pp. 291-297, reprinted in [20]. See also L. BERS, "On a method of constructing 
two-dimensional subsonic compressible flows around closed profiles", NACA Tech. 
Notes 969 (1945), and A. GELBART, "On subsonic compressible flows by a method of 
correspondence", NACA Tech. Notes 1170 (1945). A simple method due to K. JAECKEL 
["Verallgemeinerung des Tsien'schen Verfahrens" (unpublished)] is described by 
Lighthill in [24], p. 226. 

21. Compare for example L. M . M ILNE-THOMPSON, Theoretical Aerodynamics, 
New York: van Nostrand, 1947, p. 128 ff. The original papers are: R. v. M ISES, "Zur 
Theorie des Tragflachenauftriebes, erste Mitte i lung", Z. Flugtech. Motorluftschiffahrt, 
8 (1917), pp. 157-163, and "zweite Mitte i lung", ibid. 11 (1920), pp. 68-73 and 87-89. 

22. See for example [31], p. 505. The original investigations are by H. S. TSIEN, 
cit. Note 15. 

23. See [31], p. 509, and H. S. TSIEN, cit. Note 15. 
24. L. BERS, "An existence theorem in two-dimensional gas dynamics", Proc. 

Symp. Appl. Math. (A.M.S.) 1 (1949), pp. 41-46. 
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25. Two-dimensional simple waves were studied by L. PRANDTL, "Neue Unter-
suchungen uber die stromende Bewegung der Gase und Dampfe". Physik. Z. 8 (1907), 
pp. 23-30. The systematic description is due to T . MEYER "Uber zweidimensionale 
Bewegungsvorgange in einem Gas, das mit Uberschallgeschwindigkeit stromt", 
Forschungsh. Ver. deut. Ing. 62 (1908), pp. 31-67 (included in [20]). The name fre­
quently used is Prandtl-Meyer flow. Compare also Note 111.31, and papers quoted in 
Note 29. 

26. In a simple wave the state variables are constant along straight lines; in other 
words, they depend only on the angle φ which such a line makes with a fixed direction. 



486 N O T E S A N D A D D E N D A 

Article 18 

This forms a counterpart to the flows considered in Art . 17 (vortex flow, radial flow, 
spiral flow) where the state variables depend only on radial distance from an origin. 

27. Conical flow, i.e., a flow in which the state variables are constant on concentric 
rays, may be considered as a generalization of a centered simple-wave flow (see for 
example [27], p. 262). If, in addition to this property, axial symmetry also prevails, 
then the surfaces of constant state are circular cones. See G. I . TAYLOR and J . W. 
MACOLL, cit. Note 11.21, and J . W. MACOLL, " The conical shock wave formed by a cone 
moving at high speed", Proc. Roy. Soc. A169 (1937), pp. 459-472. 

In a paper by J . H . G IESE, "Compressible flows with degenerate hodographs", 
Aberdeen Proving Ground, Ballistic Research Rept. 657 (1948), a systematic investi­
gation of steady flows with degenerate hodographs is carried out. The author dis­
cusses two-dimensional flows with one-dimensional hodographs, or three-dimensional 
flows with one- or two-dimensional hodographs. Those with one-dimensional hod­
ographs are designated as simple waves, the others as double waves. Compare also 
the nonisentropic simple waves of Sec. 15.7. 

28. The numerical examples are given in more detail than usual in order to clarify 
and illustrate the conditions under which one, two, or no solutions exist. A similar 
aim prompts our comments on Cauchy's data, p. 302. Compare also Sec. 20.4 where 
we discuss other completely different compressible flows around corners. They satisfy, 
of course, different boundary conditions. 

29. The choice of examples in this section is similar to that in [21] p. 282 ff. Al l 
figures have been newly constructed here by W. Gibson. 

Compare also the paper by J . H. G IESE, cit. Note 27, the paper by L. STEINBERG, 
" The geometry of the envelope of Mach lines forming a compression wave " , O N R 
Contract 562(07), Grad. Div . Appl. Math., Brown Univ., Tech. Rept. 4 (1955), pp. 
1-41, and R. E. MEYER, "On waves of finite amplitude in ducts. I . Wave fronts. I I . 
Waves of moderate amplitude", Quart. J. Mech. Appl. Math. 5 (1952), pp. 257-291. 
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30. The concept of a limit line but not the term appears in G. I . Taylor's previously 
quoted papers, cit. Note 11.17, and in the paper of M . U. CLAUSER and F. H. CLAUSER, 
" N e w methods of solving the equations for the flow of compressible fluids", Thesis, 
California Inst. Technol., 1937. In 1937, in the paper quoted in Note 13, W. Tollmien 
defines and discusses an exact transonic solution which exhibits a "Grenzl inie" (limit 
line) beyond which the flow cannot be continued, and he establishes some of its prop­
erties. In 1940 F . Ringleb, in the paper cit. Note 12, gave an example of a limit line 
with cusps and studied it in detail. The whole situation is discussed and new results 
added by T . v. KARMXN, "Compressibility effects in aerodynamics", J. Aeronaut. 
Sci. 8 (1941), pp. 337-356; see particularly p. 352 ff. (Cf. also the discussion in our 
Sec. 25.4). In a second paper by F . RINGLEB (which, however, is open to certain 
objections), "Ueber die Differentialgleichungen einer adiabatischen Gasstromung 
und den Stromungsstoss", Deut. Math. 6 (1940), pp. 377-384, several results pre­
viously found by him and others for special cases are proved for the general case. 
The "Stromungsstoss" is defined as the locus of points where the acceleration becomes 
infinite and where the stream lines have cusps. The problem is reconsidered by W. 
TOLLMIEN, "Grenzlinien adiabatischer Potentialstromungen", Z. angew. Math. 
Mech. 21 (1941), p. 140-152, and new results are added. None of these earlier German 
papers, however, discusses in general the cusps of the limit line (see our Sec. 4 ) . This 
holds also for the presentation in COURANT-FRIEDRICHS [21], pp. 62-69 and pp. 256-
259. A flow similar to Ringleb's was found and discussed by G. TEMPLE and J . YA R -
WOOD, "Compressible flow in a convergent-divergent nozzle", A.R.C. Repts. & Mem. 
2077 (1942). 
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( i - « 7 Q ' ) ' 

consider Q rather than q as the independent variable, and denote by λ differentiation 
with respect to Q. Then, introducing the function T(Q) by Ty/T = —2 cos 2a/A 
andei , e 2 by hi = ei/y/T,h2 = e2/y/T we find by a straightforward computation the 
simple equations Adei/θη = e 2, Αθβ2/θ£ = e\ \ from these we obtain 

d2d dei d2e2 de2 

A2 —- + A A* — — ei = 0 and A2 —- + AAX — - e2 = 0. 
θ&η θη θξθη . d£ 

34. Geometrically, the situation may also be understood in the following way. 
The correspondence between the x,i/-plane and £,ri-plane defines in four-dimensional 
£,2/,£,i7-space a two-dimensional subspace, S. The manifold S consists of two sheets, 
connected along the apparent contour, whose projections on the x,i/-plane cover a 
region twice. The line <£i in the x,?/-plane is part of the projection of the apparent 
contour, and similarly for £>2 · Consider curves through a point on S which trav­
erses the apparent contour. Such curves are projected into curves through Μ (Fig. 
126) which are either tangential to the projection <£i or, exceptionally, have cusps 
there. Compare also Hugoniot's (Note I I I .32) geometrical ideas [in relation to the 
(x,£)-problem] which led to the term "edge of regression". 

35. Most of the definitions and results in this section are new. A few remarks 
relating to the subject are in SAUER [29], p. 229, and (partly incorrect) in Ringleb's sec­
ond paper, cit. Note 30, and, for a somewhat analogous problem, in Mandel's mono­
graph, cit. Note 32. Two recent papers are: H. GEIRINGER, "Grenzlinien der Hodo-
graphentransformation", Math. Z. 63 (1956), pp. 514-524, and G. S. S. LUDFORD and 
S. H. SCHOT, "On sonic limit lines in the hodograph method", ibid. (1957), pp. 229-237. 
The proof of the geometric characterization of the sonic limit line, p. 324 of our text 
is due to Ludford and Schot. In addition, their paper contains a new example of a 

The physical and mathematical significance of limit lines is considered in the paper 
H. S. TSIEN, " The limiting line in mixed subsonic and supersonic flow of compressible 
fluids", Ν AC A Tech. Notes 961 (1944). Compare also H. S. TSIEN and Υ . H. Kuo , 
"Two-dimensional irrotational mixed subsonic and supersonic flow of a compressible 
fluid and the upper critical Mach number", Ν AC A Tech. Notes 996 (1946). A system­
atic exposition containing also a careful discussion of the cusps of the limit line, of 
some singularities of higher order, etc., is given by J. W. CRAGGS, "The breakdown 
of the hodograph transformation for irrotational compressible fluid flow in two di­
mensions", Proc. Cambridge Phil. Soc. 44 (1948), pp. 360-379. For further literature 
see Notes 32 and 35, and Sec. 25.4. 

31. Often the hodograph image of a limit line is likewise called a limit line (and 
the same for the branch line). This is similar to our use of the word "streamline". 

32. Our method differs from that used by Craggs, Lighthill, [24],Courant and others 
cit. Note 30. The same method is used in R. E. MEYER, "Focusing effects in two-di­
mensional supersonic flow", Phil. Trans. Roy. Soc. London A242 (1949), pp. 153-171, 
a paper which deals not with the basic properties of branch lines and limit lines, but 
with more refined problems from the point of view of Riemannian geometry. J. 
MANDEL [Squilibres par tranches planes des solides a la limite d'ecoulement, Paris: 
Louis Jean, 1942] studies in this way the mapping of the physical plane onto the 
"stress graph" in the theory of the plane "perfectly plastic body" . Our presentation 
is decisively influenced by Mandel's. 

33. Equations (7), which are adequate for the purposes of this article, may be 
plified if a ^ 90°. Put 

sin 2a 
A = 



488 N O T E S A N D A D D E N D A 

Article 19 

sonic limit line. Recently S. H. Schot called our attention to the fact that in a quite 
normal example (Sec. 20.3) the derivative φξ does not exist at the sonic point of the 
limit line £i . Hence, the classification of limit-type singularities based on the behav­
iour of ψ^ ,ψηίη addition to that of , φη , which had been proposed in these two 
papers, has to be modified and it does not appear in the present book. 

36. Consider again the two-dimensional manifold S in z,y,£,?7-space, see Note 34. 
The original of 6i in four-space belongs to the apparent contour of §. I t separates 
two sheets of S which when projected onto the £,?7 -plane cover a portion of this plane 
twice. 

37. On the original § in four-space, the tangent to such a line is perpendicular to 
the £,?7 -plane at its intersection with the apparent contour; hence in the projection 
onto the £,*?-plane it shows a cusp. In the projection onto the z,i/-plane, it presents 
an inflexion. 

38. M . J. LIGHTHILL, "The hodograph transformation in trans-sonic flow. I. Sym­
metrical channels", P roc , Roy. Soc. A191 (1947), pp. 323-341. He defines and discusses 
branch lines in two-dimensional transonic flow. See Note V.56 regarding Cherry's 
work. We found a branch line—for an (x,t)-problem—in Chapter I I I , see Fig. 62. 

39. Regarding the (x,t)-problem, see P. M . STOCKER and R. E. MEYER, " A note 
on the correspondence between the z,£-plane and the characteristic plane in a prob­
lem of interaction of plane waves of finite amplitude", Proc. Cambridge Phil. Soc. 
47 (1951), pp. 518-527. 
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40. The basic source for this article, and in particular for Sees. 1, 2, and 6, is 
CHAPLYGIN'S paper, cit. Note 5. 

41. Chaplygin, in view of the problem of the subsonic jet, uses "2n" where we and 
most authors use "n". 

42. Regarding literature on the hypergeometric function we mention the presen­
tation in WHITTAKER -WATSON [8], the monograph KAMPE DE FERIET [5], and the 
monograph by F. KLE IN , Vorlesungen iiber die hypergeometrische Funktion, Berlin: 
Springer, 1933. See also Notes 49 and 50. 

43. The right side is the sum of two independent solutions of the hypergeometric 
equation, namely, y = Ayi(r) + B2/2M, where yi(r) — F(a,b,a + 6 — c + l ; l — τ ) 
and 2/2(7-) = (1 — r)c~a~hF(c — a,c — b,c + 1 — a — b;l — τ). The coefficients are 
chosen in such a way that y(0) = l,'and?/(l) = F(afb,c;l). ("Gauss'transformation".) 

44. For a discussion of solutions with singularities at an arbitrary point of the 
subsonic region ["fundamental solutions" etc.] see S. BERGMAN, "Two-dimensional 
subsonic flows of a compressible fluid and their singularities", Trans. Am. Math. 
Soc. 62 (1947), pp. 452-498. Recently R. F I N N and D. GILBARG, "Asymptotic behavior 
and uniqueness of plane subsonic flows", Communs. Pure Appl. Math. 10 (1957), 
pp. 23-63, showed that the singularities introduced by Bergman are the most general 
that can occur in flows which are subsonic in a neighborhood of infinity. Fundamental 
solutions for equations of "m ixed " type (see Art . 25) have been studied by P. GER­
MAIN, "Remarks on the theory of partial differential equations of mixed type and 
applications to the study of transonic flow", Communs. Pure Appl. Math. 7 (1954), 
pp. 117-143, see Part I I . 

45. Following Chaplygin, we use here the variable τ = q2/qm
2 since this choice 

leads to the hypergeometric equation (7')> whose theory is well known. Several 
German authors [F. RINGLEB (cf. Note 12), R. SAUER [29], and G. HAMEL (cf. Note 
9)] use q rather than τ ; this leads to a second-order ordinary differential equation, the 
solutions of which are used in a way similar to that of the hypergeometric functions 
in Chaplygin's theory. 
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46. See F. R INGLEB, cit. Note 12. This example is remarkable as one of the first 
instances of smooth transonic potential flow, as well as of an embedded supersonic 
region, and an interesting limit line with cusps. (See further comments, Sees. 25.3 
and 25.4). 

47. The flow (21) has been investigated by G. TEMPLE and J. YARWOOD, cit. Note 
30. The case η = —1 is exceptional, since, with the notations of Eq. (8), not only 
c_i but also α_ι vanishes. Hence φ-ι is actually indeterminate and may be defined 
(see [24], p. 233) as: 

Φ-Μ = lim φη(τ). 
n - - l 

The result is 

iMT) = τ " " 2 + ~, ~ i t ΦιΜ. 
2{κ — 1) 

Substituting for φι (τ) the expression found in the text we obtain 

* _ , ( r ) = τ " " * - I r - i » ( l - r ) " < ' - n , 
Δκ IK 

which is in fact a linear combination of the two particular solutions (15) and (21). 
48. Take for example m = 2, or a = π/2. This solution, which represents compres­

sible flow within a corner, was investigated by J. W ILLIAMS, " The two-dimensional 
irrotational flow of a compressible fluid in the acute region made by two rectilinear 
walls", Quart. J. Math., Oxford Ser. 2 (1949), p. 129 ff. We have in this case φ2 = 
ATF(2.5, — 3,3;r) sin 20, where the hypergeometric function reduces to a polynomial 
of degree three in r. (See also Note 50.) 

49. Following up earlier work by Gauss and by E. GOURSAT, Sur Vequation diffe-
rentielle lineaire qui admet pour Vintegrale la s'erie hyper geometrique, Paris, 1881, 
Lindelof has indicated a solution valid in this case, which involves a logarithmic term: 
E. L. LINDELOF, "Sur l'int£gration de l iquat ion difforentielle de Kummer" , Acta 
Soc. Sci. Fennicae 19 (1893), pp. 3-31 [Eq. (11), p. 13]. The logarithmic term is multi­
plied by τ~η and since η is negative, the product tends to zero as r —> 0 and the expan­
sion still tends to 1. Lindelof s formula in explicit form and with notation adapted 
to the aerodynamic problem is given, including tables, in I . E. GARRICK and C. 
KAPLAN, "On the flow of a compressible fluid by the hodograph method II—Funda­
mental set of particular flow solutions of the Chaplygin differential equation", 
Ν AC A Kept. No. 790 (1944). See also V. HUCKEL, "Tables of hypergeometric func­
tions for use in compressible-flow theory", Ν AC A Tech. Notes 1716 (1948). 

In a useful Note V. O 'BRIEN ["Remarks on Chaplygin Functions", J. Aeronaut. 
Sci. 23 (1956), pp. 894-895; also NOrd 7386 The Johns Hopkins University, Appl. Phys. 
Lab., CM-871 (1956), pp. 1-6] points out that those n, for which not only c but also a 
or b is a negative integer, yield special cases for the logarithmic solution, and she 
gives the formula which in this case replaces Garrick and Kaplan's formula. The first 
values of η for which this happens are η = —2, —5, —12. The entries corresponding 
ton = —2, —5, —12 in the tables of V. Huckel are substantially wrong, as shown by 
Miss O'Brien. (The solution for η = - 2 , a = 270°, given by H. J. Davies, see Note 50, 
is correct and independent of these shortcomings.) 

50. For α = 270° we have, for κ = y = %: η = —2, a = H,b = —5, c = — 1; thus 
not only c but also 6 is a negative integer (cf. preceding No te ) . H. J. Davies, using 
earlier work by Temple and Yarwood and by Lighthill, has computed this flow and 
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has tabulated the hypergeometric functions required in the computation. See H. J. 
D A VIES, " The two-dimensional irrotational flow of a compressible fluid around a 
corner", Quart. J. Mech. Appl. Math. 6 (1953), pp. 71-80. The paper by Temple and 

Yarwood which was used by Davies is quoted in Note 30. The expansion for F in 
case c — —1 (n = — 2 ) is given by M . J. LIGHTHILL, " The hodograph transformation 
in trans-sonic flow. I I . Auxiliary theorems on the hypergeometric functions ^ n ( r ) " , 
Proc. Roy. Soc. A191 (1947), pp. 341-351. 

51. See H. KRAFT and C. G . D IBBLE, "Some two-dimensional adiabatic compres­
sible flow patterns", J. Aeronaut. Sci. 11 (1944), pp. 283-298. 

52. See C. C. CHANG and V. O 'BRIEN, "Some exact solutions of two-dimensional 
flows of compressible fluid with hodograph method", Ν AC A Tech. Notes 2886 (1953). 

53. J. W. CRAGGS, " The compressible flow corresponding to a line doublet", 
Quart. Appl. Math. 10 (1952), pp. 88-95. 

54. See Chaplygin's Memoir cit. Note 5, Part I I I , p. 50 ff. He gives the theory and 
solves various problems related to his jet. Figure 137 is based on values by D. F. 
FERGUSON andM. J. LIGHTHILL, "The hodograph transformation in trans-sonic flow. 
IV . Tables" , Proc. Roy. Soc. A192 (1947), pp. 135-142; it would, however, differ very 
little if Chaplygin's values were used. 

55. For orientation see the section by A. FERRI in [31], p. 700 ff. See also F. I . 
FRANKL, "The flow of a supersonic jet from a vessel with plane walls" , Doklady Akad. 
Nauk S.S.S.R. 58 (1947), pp. 381-384 [Grad. Div. Appl. Math., Brown Univ., Trans. 
A9-T-32 (1949) ] , D. C. PACK, "On the formation of shock waves in supersonic gas 
j e t s " , Quart. J. Mech. Appl. Math. 1 (1948), pp. 1-17, and the work by G . BIRKHOFF 

and Ε. H. ZARANTONELLO, Jets, Wakes, and Cavities, New York: Academic Press, 1957. 

1. M . J. LIGHTHILL, " The hodograph transformation in trans-sonic flow. I I I . 
Flow around a body" . Proc. Roy. Soc. A191 (1947), pp. 352-369, and his presentation 
in [24], Chapter V I I , §§ 4, 5, 7, 10. For the properties of the hypergeometric function 
cf. the literature cited in Note I V . 4 2 , and particularly LighthilPs paper, cit. Note 
IV .50 . The Chaplygin-Cherry-Lighthill theory is also presented in D. C. PACK, "Hod ­
ograph methods in gas dynamics", Inst, for Fluid Dynamics and Appl. Math., Univ. 
of Maryland, Rept. 17 (1951/52). 

2. Working out further the formula for Τ we obtain 

CHAPTER V 

Article 21 

Τ = 
κ + 1 Μ 4 

2 (1 - Μ 2 ) 3 / 2 ' 

For the V of Eq. (7 ) we have 

The equation for the potential φ which corresponds to (6 ) reads 

Θ2φ d2<p θφ 
— 4 - - — 4 - 7 7 — = 0 ; 
ds2 ^ θθ2 ^ ds 
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the equation for φ* where φ* = V<p, which corresponds to (8) is 

with 

Ρ = — 
K + l MA 

[16 - 4(3 - 2κ) M2 + (3 - k)M\ 
16 (1 - M2) 3 

These formulas are taken from Bergman's paper, cit. Note IV.44, p. 465. 
3. The factor/(n,n) = e " n e i is adequate for our purpose. Lighthill, in the paper 

cit. Note 1, as well as in his article in [24], p. 238, specifies the properties which such 
a normalizing factor f(n,n) must have in the case of flow with circulation, where 
e^n'i is not adequate (see Eq. (81) in [24]). We do not consider flow with circula­
tion. For proof of Eq. (10) see M . J. LIGHTHILL, cit. Note IV.50. 

4. We present the work of S . GOLDSTEIN, M . J. LIGHTHILL, and J. W. CRAGGS, "On 
the hodograph transformation for high-speed flow. I . A flow without circulation", 
Quart. J. Mech. Appl. Math., 1 (1948), pp. 344-57. 

5. E. W. BARNES, " A new development of the theory of the hypergeometric func­
t ion" , Proc. London Math. Soc, Ser. 2, 6 (1908), pp. 141-177. Compare WHITTAKER-
WATSON [8], §§ 14.5, 14.51. In [8], the properties of the gamma function used here may 
also be found. 

6. The poles of ψη(τ)/ψη(τι) are points zm(m = 2, 3, · · · ) , — m < zm < — (m — 1), 
where ψΖιη(τι) = 0; the corresponding residues are quite complicated. See Appendix 
to M . J. LIGHTHILL, cit. Note 1. 

7. See M . J. LIGHTHILL, cit. Note 1. A paper on the same subject, though not cor­
rect in certain respects (see Lighthill 's criticism in the Appendix to his paper), is 
H. S. TSIEN and Υ . H. Kuo , cit. Note IV.30. A presentation of this work is given in 
Kuo's article in [31]. 

8. See M . J. LIGHTHILL, cit. Note 1, p. 366. 
9. S. BERGMAN, "Zur Theorie der Funktionen, die eine lineare partielle Differen-

tialgleichung befriedigen. I " , Rec. math. New Ser. 2 (44) (1937), pp. 1169-1198, and 
"The approximation of functions satisfying a linear partial differential equation", 
Duke Math. J. 6 (1940), pp. 537-561. See also "Operatorenmethoden in der Gas-
dynamik", Z. angew. Math. Mech. 32 (1952), pp. 33-45, which contains a fairly com­
prehensive list of references, and " N e w methods for solving boundary value prob­
lems", Z. angew. Math. Mech. 36 (1956), pp. 182-191. The theory is also presented in 
BERGMAN-SCHIFFER [1]. 

10. A proof of the continuity of the mapping of P 0 onto Ρ is difficult to derive. 
However, for sufficiently small velocities and sufficiently smooth P 0 an estimate for 
the maximum deviation can be given. In adition it can be proved under certain 
circumstances that II is closed for a closed P 0 (see BERGMAN-SCHIFFER [1], pp. 151-
152). 

11. We obtain for F in terms of λ : 

F = \~2[ao + α ! ( - λ ) 2/3 + « 2 ( - λ ) 4 ' 3 + · · · ] , « ο = He, « ι = 0. 

We add the following result, see BERGMAN-SCHIFFER [1], p. 146 ff.: Eq. (8) with the 
F of (26) multiplied by a parameter, has no eigenvalues, so that the "first boundary-
value problem" for this equation has a solution. 

12. In this and the next section we follow in general the presentation in Part I 
of the paper R. v. M ISES and M . SCHIFFER, "On Bergman's integration method in 
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two dimensional compressible flow", Advances in Appl. Mech. 1 (1948), pp. 249-285. 
Most of the results reported in this paper were given in S. BERGMAN, " A formula for 
the stream function of certain flows", Proc. Natl. Acad. Set. U.S. 29 (1943), pp. 276-
281, after having been presented in the lectures: S. BERGMAN, "The hodograph 
method in the theory of compressible fluids", Supplements to MISES-FRIEDRICHS [25]. 

Tables for the Gn(\), introduced in Eq. (27), for the polytropic gas κ = y = 1.405, 
are given by S. BERGMAN and B. EPSTEIN, "Determination of a compressible fluid 
flow past an ovalshaped obstacle", J. Math, and Phys. 6, (1947) pp. 195-222. 

13. The use of the variable Ζ — Λ — iθ which takes the place of Bergman's ζ — 
λ + ιθ, was suggested by Ludford, who contributed much towards the simplified pres­
entation of Bergman's method given in our text. This variable Ζ enables us to recover 
the incompressible stream function to(q,d) from the compressible ^(#,0) as in Eq. 
(39). This was not attempted in Bergman's papers where the stress is on the trans­
formation (36). However, in our conception of the problem this recovery is essential. 

I t should be kept in mind that two different passages to the limit are to be dis­
tinguished: 

1) q fixed, qm varying, i.e., we consider the same velocity for varying degrees of com­
pressibility. As qm increases, the flow becomes less and less compressible. Then as qm —> 
oo :  grt — • oo , Μ —> 0, τ —> 0, λ —> —  oo , Λ—> log q. 

2) qm fixed, q varying from qm to zero, or, if we consider subsonic flow, from qt to 
zero. This is the more usual consideration of a flow pattern for some fixed degree of 
compressibility. Then as q —> 0: qt — qm/V6, Μ —> 0, τ —> 0, λ —> —  oo , Λ = λ + 
(σ + log qm) — • -  oo . 

We see that Μ —• Ο,τ —• 0, λ—• —  o o appear in both situations. The case 1) is 
denoted unambiguously by qm —• o o or by a—• o o ; case 2) by q—» 0. If some limit result 
holds, say for λ—• —  o o or for Μ —> 0, then it permits two different interpretations 
(which may not both be of interest). 

14. The region of convergence thus obtained differs somewhat from that in the 
paper of R. v. M ISES and M . SCHIFFER, cit Note 12 (p. 262), which is Θ2 < 3 λ 2 . 

Bergman has shown that the function ψ can be evaluated outside this triangular 
region of convergence by means of Borel's summation method, and in the paper 
"Some methods for solutions of boundary value problems of linear partial differential 
equations", Proc. Symp. Appl. Math. {A.M.S.) 6 (1956), pp. 11-29, he shows that this 
method gives a representation which is valid in the whole subsonic region. 

In the paper S. BERGMAN, "On solutions of linear partial differential equations 
of mixed t ype " , Am. J. Math. 74 (1952), pp. 444-474, he derives a representation valid 
for 02 > 3 λ 2 . The problem of connecting this representation with that for Θ2 < 3 λ 2 , 
however, still meets with difficulties. 

15. The following simple way has been indicated by Schiffer (in a recent letter to 
H. G. ) . The actual F of Eq. (26) is replaced by a very near-by function F for which 
the estimate (41), with $ given by (40), can be asserted for all negative values of λ. 
This function F is defined as follows: 

F(\) = 0 for λ < —A, and F(\) = F(\) for - A ^ λ < 0. 

Since F(\) tends rapidly to zero for λ—• —  oo , the functions F(\) and F(λ) will be 
arbitrarily close for large enough A. 

The equations (290, (29*) are then similarly modified. We put: 

Go = 1 ; 5» = 0 for λ S -A, Gn+i = 5« + FGn for —A < λ, η > 0. 

From the proof in M ISES and SCHIFFER, cit. Note 12, p. 261, it follows that such an F(\) 
satisfies (41), and it is then easily seen that the estimate (43) holds for the Gn 
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for all negative λ-values. With this modified function F(X) all statements in the text 
are correct, and we obtain the results which follow Eq. (45). 

I t should be kept in mind that the Gn(\) are computed numerically from (29'), 
and that one starts always from a finite (however large) negative λ-value. This 
means in fact that in the actual computation F is replaced by F and the Gn by the 
Gn . That the series (35), formed by means of the & n , approximates arbitrarily the 
theoretical solution [with the F of (26)], follows from the stability of the solution of 
the partial differential equation (8) under a slight change of the coefficient-function 
F{\). Without such a property of stability any numerical approach would be inad­
missible. 

16. Beginning in 1937 (see Note 9) and subsequently in many publications, Berg­
man showed how to transform an arbitrary analytic function f(z) of one complex 
variable ζ = λ + ιθ into a solution u(z, z) of a differential equation of the type of 
Eq. (21.8), where the variable s is replaced by λ. His formula is 

and Ε has to satisfy a partial differential equation in three independent variables 
and a boundary condition (see e.g. BERGMAN and SCHIFFER [1], p. 287). He also 
showed that a particular choice of Ε leads back to the kernel G of Eq. (35) [with 
Ζ replaced by z\. 

In 1954 J . B. D IAZ and G. S. S. LUDFORD [ 'On two methods of generating solutions 
of linear partial differential equations by means of definite integrals", Quart. Appl. 
Math. 12 (1955), pp. 422-427] pointed out that an integral representation such as (49) 
was already contained in a paper of 1895 by LE ROUX and they gave a formula for Κ 
in terms of E. [J. LE ROUX, "Sur les integrates des equations lineaires aux derivees 
partielles du second ordre a deux variables independantes", Ann. sci. ecole norm, 
sup., Ser. 3, 12 (1895), pp. 227-316.] Compare also J . B. D IAZ and G. S. S. LUDFORD, 
"On the integration methods of Bergman and Le Roux" , Quart. Appl. Math. 14 
(1957), pp. 428-432. We note, however, that Le Roux considers hyperbolic differential 
equations and that there is no indication that he intended to use his representation in 
connection with multivalued solutions and solutions possessing singularities the way 
Bergman and Lighthill have done. On the other hand, the use of the generator K, as 
compared to Bergman's use of Ε provides in the present case definite simplifications 
in Bergman's theory. The equation which Κ satisfies is now the same as that for u, cf. 
(51) and (51'), and is simpler than that for E. Also, with Κ as generator, the choice of 
a suitable function/(0 [namely (53)] becomes very simple. The relation between Κ 
and Ε was also worked out independently by W. Gibson. 

At any rate the general representation in Sec. 7 is merely a frame which receives 
its content when appropriate particular generators are defined, as was done by Berg­
man and Lighthill. 

17. Τ . M . Cherry has also compared the method of Cherry and Lighthill with 
that of Bergman: Τ . M . CHERRY, "Relation between Bergman's and Chaplygin's 
methods of solving the hodograph equation", Quart. Appl. Math. 9 (1951), pp. 92-94. 
There is a misleading statement about this paper by Υ . H. Kuo in [31], p. 531 r last 
lines. 

18. S. BERGMAN, "Linear operators in the theory of partial differential equations", 
Trans. Am. Math. Soc. 53 (1943), pp. 130-155 (in particular p. 140 ff.); and "Certain 
classes of analytic functions of two real variables and their properties", ibid. 57 
(1945), pp. 299-331. 
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19. See Note 111.39. 
20. For more details of this type of phenomenon, see the papers cited in Note 

111.40. 
21. See Notes 111.42,45 for nonperfect gas. 
22. A combination of the treatments given in Sec. 14.2 and the present section 

leads to the necessary conditions for an abrupt transition in the general case of 
nonsteady three-dimensional motion. Thus, we find that Eqs. (3a) through (3d) 
hold with u replaced by u'', the component of relative velocity normal to the moving 
discontinuity, and with υ now the (vector) component of velocity tangential to the 
discontinuity surface. In addition, the inequality (16) holds. 

23. For a discussion of the origins of shock theory, see Note 111.44. The shock 
conditions for steady plane flow were first treated by T . MEYER, cit. Note IV.25. 
Some of the algebraic simplifications introduced in the following sections have been 
noted by G. BIRKHOFF and J . W . WALSH, " N o t e on the maximum shock deflection", 
Quart. Appl. Math. 12 (1954), pp. 83-86, and F. SCHUBERT, "Zur Theorie des sta-
tionaren Verdichtungsstosses", Z. angew. Math. Mech. 23 (1943), pp. 129-138. 

24. This is the basis of an approximation method which originated with J . ACK-
ERET, "Luftkrafte auf Flugel, die mit grosserer als Schallgeschwindigkeit bewegt 
werden", Z. Flugtech. Motorluftschiffahrt, 16 (1925), pp. 72-74 [included in [20], 
translation: Ν AC A Tech. Mem. 317 (1925)]. Ackeret's method is equivalent to the 
small perturbation or linearized theory, see Note 1.20; compare also Note V.64. The 
method was extended by A. BUSEMANN in a series of papers culminating in "Aero-
dynamischer Auftrieb bei Uberschallgeschwindigkeit", Luftfahrtforschung 12 (1935), 
pp. 210-220 [included in [20], translation: British Ministry of Supply, Reports and 
Technical Publications 2844 (1937)]. More recent work has been done by K. O. FRIED­
RICHS, cit. Note III.46. For an extensive discussion and bibliography see the article 
"Higher approximations" by M. J . LIGHTHILL in [31]. 

25. This result is due to L. PRANDTL, "Beitrage zur Theorie der Dampfstromung 
durch Dusen", Z. Ver. deut. Ingr. 48 (1904), pp. 348-350, while the more general rela­
tion (20) was obtained by T . MEYER, cit. Note IV.25. 

26. The relations between £, η, Min , M2n (and also £, η, Μι, Μ2' in the one-dimen­
sional nonsteady case) are the same as those between £, η, Μι ,M2 for a normal shock, 
tables for the latter being given for example in [37]. These are complemented by tables 
determining the inclination σι of the shock once Mi and the deflection δ are known 
(see the next section). 

27. A . BUSEMANN, "Verdichtungsstosse in ebenen Gasstromungen", in A. G ILLES, 
L. HOPF, and T. v. KXRMAN (editors), Vortrage aus dem Gebiete der Aerodynamik und 
verwandter Gebiete (Aachen 1929), Berlin: J . Springer, 1930, pp. 162-169 (translation: 
Ν AC A Tech. Mem. 1199 (1949)). A full discussion is also given in [19], §27. 

28. This is a zero order approximation. T o the first order in (1 — q2/qi) the shock 
bisects the angle between either the two C + or the two C~ at each point, as may be seen 
from the osculation property given next in the text. For, in the first order, the chord 
QiQ2 of the shock polar is equally inclined to the tangents at its ends, and, in the same 
order, the tangent at Q2 coincides with the tangent to the Γ" through Q2 . This re­
sult determines the position of the shock in the first order approximation theory of 
Note 24. A similar result holds in one-dimensional flow. 

29. Note that these arguments still hold for a nonperfect gas and that P2 is the 
point of maximum entropy (minimum pa) on the corresponding ray through Pi in 
the tangent plane. Discussion of the pressure-hill relations was given by A . BUSE­
MANN, cit. Note 27. 

30. There is no acceptable criterion for making a choice between these two shocks 
in cases where the remaining boundary conditions cannot be fully taken into account 
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(see Art . 23). Reasons for rejecting all shocks which are attached to a profile in a 
uniform stream and have subsonic conditions behind them have been advanced by 
Τ . Y . THOMAS, " A theory of the stability of shock waves" , Proc. First Midwestern 
Con}. Fluid Dynamics, Urbana, Illinois (1950), pp. 109-120. His work is supported by 
the plausible arguments of H. RICHTER, "D i e Stabilitat des Verdichtungsstosses in 
eine konkaven Ecke" , Z. angew. Math. Mech. 28 (1948), pp. 341-345. 

Article 23 

31. In the approximation method discussed in Note 24 most interest centers on 
the pressure change p2 — pi (cf. end of Sec. 3) . The third order terms in this case were 
first computed by Busemann, but his results are incorrect (see] for example [27], p. 
391). The corresponding theorem for the one-dimensional case is indicated in Note 
111.50. 

32. Compare Note 30. 
33. See for example the section "Supersonic flows with shock waves" by A. FERRI 

in [31]. 
34. The analysis of this section is easily extended to a polygonal profile, see P . S. 

EPSTEIN, "On the air resistance of projectiles", Proc. Natl. Acad. Sci. U.S. 17 (1931), 
pp. 532-547. 

35. See Note 33. An approximation to this flow pattern was given by M. J. LIGHT­
HILL, "The conditions behind the trailing edge of a supersonic aerofoil", ARC Repts. 
& Mem. 1930 (1944). He found that the shocks A Si , BS2 continue as parabolas, as 
already noticed by A. BUSEMANN, cit. Note 27. Errors in Lighthill 's paper were later 
corrected in his article cited in Note 24. 

36. On account of its shape (see Fig. 157) the graph of p^lpi versus δ is called a 
"heart curve" (Herzkurve). The family of such curves, obtained by varying the in­
cident Mach number M2 is sketched in [27], p. 370, for example. Such a diagram is use­
ful in problems involving a condition on the pressure (see also the end of Sec. 6) . 

37. A. KAHANE and L. LEES ["The flow at the rear of a two-dimensional super­
sonic airfoil", J. Aeronaut. Sci. 15 (1948), pp. 167-170] have shown that the difference 
is actually of the fourth order: δ — δ0 = Κδ0

4 -f 0 (δ 0
5 ) , where Κ depends only on M 0 

and is explicitly given. However, the approximation δ — δ0 = Κδ0
4 is apparently of 

limited application. For example, in the case considered next it gives δ — δο = 4', 
twice the correct value (cf. also the example on p. 122 of A. FERRI, cit. Note I I . 26). 

38. Here we treat only the so-called regular reflection. For a summary of theo­
retical work, see H. POLACHEK and R. J . SEEGER, "On shock wave phenomena: inter­
action of shock waves in gases", Proc. Symp. Appl. Math. (A.M.S.) 1 (1949), pp. 119-
144. An interesting expository article, in which theory and experiment are compared, 
has been given by W. BLEAKNEY and A. H. TAUB, "Interaction of shock waves" , 
Revs. Modern Phys. 21 (1949), pp. 584-605. More recent developments are summarized 
in W. BLEAKNEY, "Rev iew of significant observations on the Mach reflection of shock 
waves" , Proc. Symp. Appl. Math. (A.M.S.) 5 (1954), pp. 41-^7. For references on 
independent German work see F. WECKEN, "Stosswellenverzweigung bei Reflexion", 
Z. angew. Math. Mech., 28 (1948), pp. 338-341. 

39. Such an intersection of shocks can arise physically when a uniform supersonic 
stream is incident on two wedges in suitable neighboring positions. For photographs 
see [24], p. 139. A second type of intersection occurs when two shocks converge on 
one another from the same side of a uniform stream. The interaction of shock waves 
was first considered by E. Mach in a series of papers (all in same journal) starting 
with: E. MACH and J . WOSYKA, "Uber einige mechanische Wirkungen des elektrischen 
Funkens", Sitzber. Akad. Wiss. Wien, Abt. 11,72 (1876), pp. 44-52. Such problems, and 
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others, are discussed in the papers cited in the preceding note. See also F. WECKEN, 
"Grenzlagen gegabelter Verdichtungsstosse", Z. angew. Math. Mech., 29 (1949), pp. 

147-155. 

Article 24 

40. This equation was first obtained (for the special case of strictly adiabatic mo­
tion of a perfect gas, with Η = const.) by L . CROCCO, "Eine neue Stromfunktion fur 
die Erforschung der Bewegung der Gase mit Rotat ion" , Z. angew. Math. Mech. 17 
(1937), pp. 1-7. For an extensive discussion and bibliography of the material in this 
section see C. A . TRUESDELL, cit. Note I I . 1 . 

41. A flow for which Η = const, throughout is called homenergetic by some au­
thors (e.g. [24], p. 63) and isoenergetic by others (e.g. [27], p. 201) . However, both 
these terms can be misleading since gS is not the total energy per unit mass (cf. Sec. 2.2 
and end of Sec. 2.5, where it is pointed out that Ρ is not an energy). 

42. This result is only slightly weaker than the corresponding one for an elastic 
fluid (see Sec. 6.5) since a flow which satisfies the first alternative is necessarily heli-
coidal (if gravity is neglected), i.e., for suitable coordinates x, y, ζ the velocity po­
tential has the form: φ = az + b arc tan y/x where a and b are constants. This 
follows from a paper by G. HAMEL, "Potentialstromungen mit konstanter Geschwin-
digkeit" , Sitzber. Preuss. Akad. Wiss. (1937), pp. 5-20. 

43. This was first discovered by J . HADAMARD, see [4], pp. 362-369. 
44. Cit. Note 40. A similar result holds for axially symmetric flows (cf. Sec. 

16.2) ; the left members of Eqs. (5 ) and the right member of Eq. (6 ) are then multi­
plied by y. Consequently a term —θψ/ydy is added to the left member of Eq. ( 9 ) , 
and the right member is multiplied by y2. Corresponding changes must then be made 
in the equations which follow. 

45. Compare Sec. 22.3 ( d ) . This qualitative statement concerning the effect of 
entropy variation behind the shock has been examined by C. A . TRUESDELL, 
" T w o measures of vort ic i ty" , J. Rational Mech. Anal. 2 (1953), pp. 173-217. 

46. Μ . M U N K and R. C. PRIM, "On the multiplicity of steady gas flows having the 
same streamline pattern", Proc. Natl. Acad. Sci. U.S. 33 (1947), pp. 137-141. These 

authors developed the principle for three-dimensional flow of a perfect gas (showing 
also that it applied to flows containing shocks). The same principle is implied in a 
paper of B. L . H ICKS, P. E. GUENTHER and R. H. WASSERMAN, " N e w formulations of 
the equations for compressible flow", Quart. Appl. Math. 5 (1947), pp. 357-361. See 

also R. C. PRIM, "Steady rotational flow of ideal gases", J. Rational Mech. Anal. 1 
(1952), pp. 425-497. 

47. Cit. Note 40. Crocco also discussed the corresponding axially symmetric 
case (see Note 44) . 

48. See Μ . H . MARTIN , "Steady, rotational, plane flow of a gas" , Am. J. Math. 
72 (1950), pp. 465-484. The method has been exploited, for example, in A . G. HANSEN 
and Μ . H. MARTIN , "Some geometrical properties of plane flows", Proc. Cambridge 
Phil. Soc. 47 (1951) pp. 763-776. For a third formulation of the equations of motion, 
which is not restricted to two-dimensional cases, see the last two papers in Note 46. 

49. The next two sections form a development of ideas expressed by R. v. M ISES 
in the paper quoted in Note 1.6, and worked out in detail by G. S. S. LUDFORD, " The 
boundary layer natureof shock transition in a real fluid", Quart. Appl. Math. 10 (1952), 
pp. 1-16. For more information concerning asymptotic phenomena see Note 111.40. 

50. For an example in steady plane flow, see H. C. LEVEY, " Two dimensional source 
flow of a viscous fluid", Quart. Appl. Math 12 (1954), pp. 25-48. Other exact solu­
tions of the equations of one-dimensional nonsteady viscous flow have been obtained 
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by K. BECHERT, "Ebene Wellen in idealen Gasen mit Reibung und Warmeleitung", 
Ann. Physik, Ser. 5, 40 (1941), pp. 207-248. Unfortunately none of these solutions 
yields a shock in the limit μ0 —• 0. The situation is better for the boundary layer 
(Note 111.40), see §§ 42, 43 of S. GOLDSTEIN (editor), Modern Developments in Fluid 
Dynamics, Vol. I, London and New York : Oxford Univ. Press, 1938, and G . KUERTI , 
"Boundary layer in convergent flow between spiral wal ls" , Math, and Physics, 30 
(1951), pp. 106-115. 

Article 25 

51. Τ . M . CHERRY, "F low of a compressible fluid about a cylinder", Proc. Roy. 
Soc. A192 (1947), pp. 45-79. A textbook presentation of Cherry's work may be found 
in Kuo ' s article in [31], p. 521 ff. In this article, p. 529 ff., an account of Tsien and 
Kuo's own work, cit. Note 7, is given. 

52. Τ . M . CHERRY, "Numerical solutions for transonic flow", Proc. Roy. Soc. A196 
(1949), pp. 32-36. H. C. LEVEY, using Cherry and Lighthill 's method investigated 
"Highspeed flow of gas past an approximately elliptic cylinder", Proc. Cambridge 
Phil. Soc. 46 (1950), pp. 479-491. 

Tables adapted to Lighthill and Cherry's method include the previously men­
tioned ones by D. F. FERGUSON and M . J. LIGHTHILL, Note IV.54, those 
by V. HUCKEL, Note IV.49 and also Τ . M . CHERRY, "Tables and approximate formu­
lae for hypergeometric functions of high order, occurring in gas flow theory", Proc. 
Roy. Soc. A217 (1953), pp. 222-234. 

We mention, in addition, the following interesting paper which for reasons of 
space has not been discussed in our text: Τ . M . CHERRY, " A transformation of the 
hodograph equation and the determination of certain fluid motions", Phil. Trans. 
Roy. Soc. London A245, (1953), pp. 583-624. The method described is applied to uni­
form flow past cylinders as well as to channel flow. 

53. Τ . M . CHERRY, "F low of a compressible fluid about a cylinder. I I . Flow with 
circulation", Proc. Roy. Soc. A196 (1949), pp. 1-31. See M. J. LIGHTHILL, cit. Note 1, 
and M. J. LIGHTHILL, "On the hodograph transformation for high speed flow. I I . A 
flow with circulation", Quart. J. Mech. Appl. Math. 1 (1948), pp. 442-450. 

54. G . I . TAYLOR, " The flow of air at high speeds past curved surfaces", ARC 
Repts. & Mem. 1381 (1930). See also papers quoted in Note 11.17, and Note 11.21. The 
hydraulic treatment for both types of flow is worked out, for example in [29] and 
[32]. Note that there is also an everywhere supersonic symmetric type of channel flow 
with supersonic (minimum) speed at the throat and increasing velocities towards the 
left and the right. 

55. See the dissertation of T . MEYER, cit. Note IV.25. H. GORTLER, "Zum Dber-
gang von Unterschall- zu Uberschallgeschwindigkeiten in Dusen", Z. angew. Math. 
Mech. 19 (1939), pp. 325-337, investigates the possibility of a transition from the 
symmetric "Tay lo r - t ype " flow to the nonsymmetric "Meyer - t ype " flow. 

56. See K. O. FRIEDRICHS, "Theoretical studies on the flow through nozzles and 
related problems", ΝDRC Appl. Math. Rept. No. S2.1R (1944), M . J. LIGHTHILL, cit. 
Note IV.38, and Τ . M . CHERRY, "Exact solutions for flow of a perfect gas in a two-
dimensional Laval nozzle", Proc. Roy. Soc. A203 (1950), pp. 551-571; see [31], pp. 532ff. 
See also Note 62 on the work of Tomotika and Tamada. (Our Fig. 174 is essentially 
the same as Lighthill 's Fig. 1 in the paper quoted above; also Fig. 2 of Cherry's paper 
has been used.) 

57. We mention also recent work of S. BERGMAN, "On representation of stream 
functions of subsonic and supersonic flows of compressible fluids", J. Rational Mech. 
Anal. 4 (1955), pp. 883-905, where he gives explicit formulas for subsonic flows in a 
region bounded by segments of straight lines and free boundaries. The method may 
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be considered as a counterpart of that for the Schwarz-Christoffel problem and it has 
to overcome difficulties typical of that problem. 

58. The following five sections, which conclude the book, are inspired by R. v. 
M ISES, "Discussion on transonic flow", Communs. Pure Appl. Math. 7 (1954), pp. 
145-148. 

59. F. G. TRICOMI, "Sulle equazioni lineari alle derivate parziali di 2° ordine, di 
tipo misto" , Atti accad. nazl. Lincei, Mem. Classe sci.fis. mat. e nat., Ser. 5, 14 (1923), 
pp. 133-217 [translation: Grad. Div. Appl. Math., Brown Univ., Trans. A9-T-26 (1948)]. 
See also F. G. TRICOMI, cit. Note 11.27, particularly pp. 387-478. 

60. See R. v. M ISES, cit. Note 58. Compare the valuable article by L. BERS, " R e ­
sults and conjectures in the mathematical theory of subsonic and transonic gas flow", 
Communs. Pure Appl. Math. 7 (1954), pp. 79-104. See also the less mathematical re­
view article by W. R. SEARS, "Transonic potential flow of a compressible fluid", J. 
Appl. Phys. 21 (1950), pp. 771-778. 

61. L. BERS, "Existence and uniqueness of a subsonic compressible flow past a 
given profile", Communs. Pure Appl. Math. 7 (1954), pp. 441-504. M . SHIFFMAN, "On 
the existence of subsonic flows of a compressible fluid", J. Rational Mech. Anal. 1 
(1952), pp. 605-652. Both papers are very technical. Comments on the existence proofs 
for the subsonic problem may be found in L. BERS, cit. Note 60. Bers' existence proof 
for the Chaplygin-Kdrman-Tsien gas (see Sees. 17.5,6) is quoted in Note IV.24. Com­
pare also D. GILBARG, "Comparison methods in the theory of subsonic flows", J. 
Rational Mech. Anal. 2 (1953), pp. 233-251, and R. F INN and D. GILBARG cit. Note 
IV.44, where a uniqueness theorem is proved (with respect to all other flows, either 
subsonic or mixed) in a more elementary way and under slightly weaker conditions 
than in Bers* paper. 

In our text we assume a smooth profile and zero circulation. If the otherwise 
smooth profile has a protruding corner Τ the subsonic flow is uniquely determined 
by its free-stream velocity if at Τ the "Kutta-Joukowski condition" holds, (this 
being equivalent to knowledge of the circulation). Compare the papers by Bers and 
by Finn and Gilbarg. 

62. The papers by S. TOMOTIKA and K. TAMADA are: "Studies on two-dimensional 
transonic flows of compressible fluid—Part I " , Quart. Appl. Math. 7 (1950), pp. 381-
397; also Part I I , ibid. 8 (1950), pp. 127-136, and Part I I I , ibid. 9 (1951), pp. 129-147. 
The authors apply their method also to transonic channel flow. Compare the pre­
sentation in Kuo's article in [31], p. 540 ff. (channel flow) and p. 546 ff. (flow past a 
profile). 

63. G. I . TAYLOR, cit. Note 54. 
64. The linearized method for subsonic flow is due to L. PRANDTL, "Uber Stro-

mungen, deren Geschwindigkeit mit der Schallgeschwindigkeit vergleichbar sind", 
J. Aero. Research Inst. Univ. Tokyo 6 (1930), p. 14 ff; H. GLAUERT, "The effect of 
compressibility on the lift of an airfoi l" , Proc. Roy. Soc. A118 (1928), pp. 113-119; 
J. ACKERET, "Uber Luftkrafte bei sehr grossen Geschwindigkeiten, insbesondere bei 
ebenen Stromungen", Helvetica Physica Acta, 1 (1928), pp. 301-322. (See also Notes 
1.20 and V.24.) 

The iteration method proposed by L. PRANDTL ["Allgemeine Uberlegungen iiber 
die Stromung zusammendruckbarer Flussigkeiten", Fondazione Allessandro Volta, 
Atti dei Convegni 5 Roma (1935), pp. 169-197 (reprinted without the appendix, in Z. 
angew. Math. Mech. 16 (1936), pp. 129-142)] has been applied to transonic problems 
by H. Gortler, who computed flow past a wavy wall, and by C. Kaplan: H. GORTLER, 
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Z. angew. Math. Mech. 20 (1940), pp. 254-262, C. KAPLAN, "The flow of a compressible 
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q sin a ds2 q ds q sin a dsi q ds 

where k is the curvature at P. If then k = 0 along an arbitrarily small piece of the 
contour, it follows that there also dq/ds2 = dq/dsi = dq/ds = 0, and the conclusions 
p. 458 line 17 ff. apply. 

73. In an unpublished Note "Non-existence of transonic flow past a profile with 

fluid past a curved surface", Ν AC A Tech. Report 768 (1943). The convergence of the 
pertinent series has not been proved. 

65. H. W. EMMONS, "F low of a compressible fluid past a symmetrical airfoil in a 
wind tunnel and in free air", Ν AC A Tech. Notes 1746 (1948); and regarding channel 
flow: H. W. EMMONS, "The theoretical flow of a frictionless, adiabatic, perfect gas 
inside of a two-dimensional hyperbolic nozzle" , Ν AC A Tech. Notes 1003 (1946). 

66. Compare, for example, statements in the paper by SEARS, cit. Note 60. On the 
other hand, experiments have been reported which, within the limits of observation, 
show no evidence of shocks: e. g., H. W. L IEPMANN, H. ASCHKENAS, and J. D. COLE, 
"Experiments on Transonic F low" , Contract W 33-038 ac 1717 (11592), Guggenheim 
Aeronaut. Lab., California Inst. Technol. (1947). 

67. T . v. KARMAN, H. S. TSIEN, and H. S. TSIEN and Υ . H. Kuo , all cit. Note 
IV.30. Similar ideas are expressed by M. J. LIGHTHILL in [24], p. 251. The idea of link­
ing the appearance of shocks with a mathematical breakdown appears actually also 
in other forms. As one example compare C. Kaplan, cit. Note 64, who suggests that 
it is reasonable to assume that the value of Μ00 for which his expansion of q in powers 
of a given parameter starts diverging "marks the limit of irrotational potential flow 
and also probably indicates the first appearance of a compression shock at the solid 
boundary." 

68. K. O. FRIEDRICHS and D. A. FLANDERS, "On the non-occurrence of a limiting 
line in transonic flow", Communs. Pure Appl. Math. 1 (1948), pp. 287-301. See also 
H. S. TSIEN'S review of this article: Appl. Mechanics Revs. 3 (1950), No . 753, and 
the ensuing controversy. 

69. A . A. N IKOLSKII and G. I . TAGANOV, "Gas motion in a local supersonic region 
and conditions of potential-flow breakdown", Prikl. Mat. Meh. 10 (1946), pp. 481-
502 [translation: Ν AC A Tech. Mem. 1213 (1949)]. 

70. A . R. MANWELL, " A note on the hodograph transformation", Quart. Appl. 
Math. 10 (1952), pp. 177-184; C. S. MORAWETZ and I . I . KOLODNER, "On the non­
existence of limiting lines in transonic flows", Communs. Pure Appl. Math. 6 (1953), 
pp. 97-102. 

71. See J . HADAMARD, cit. Note 1.24, p. 4. This definition is not explicitly given 
on page 4 or elsewhere in his book. However, it follows clearly from the lucid dis­
cussion in his Chapters I and I I . 

72. An alternative proof, a little longer but closer to v. Mises' ideas and perhaps 
more direct than the one given in our text, would be as follows. We prove as before the 
"monotonicity law" . Then, following A. A. N IKOLSKII and G. I. TAGANOV, cit. Note 
69, we prove that θ and q are monotonic functions along a given segment of a charac­
teristic, say a C+, which is inside the supersonic pocket, with the C~ originating at 
that C+ ending at the sonic line. Next, consider a point Ρ on the contour in the 
supersonic region, and the C+, C~ at Ρ both in the direction towards the sonic line 
S; call ds2 , dsi the respective line elements. From the monotonic change of q along 
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1 dq 1 dq Λ 1 dq , 1 dq 
= k + cot a, and — : = k — cot a, 
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vanishing curvature" C. S. Morawetz has proved a stronger result than that of A. A. 
Nikolskii and G. I. Taganov. Suppose 1) that the curvature, fc, of any streamline is a 
continuous function of its length in the supersonic region, including the profile itself; 
2) that k does not vanish at either of the two sonic points on the profile. If then k 
vanishes at a point on the profile in the supersonic region then either θφ/dq or θφ/θθ 
must become infinite at at least one point. 

74. F. I . FRANKL, ' O n the formation of shock waves in subsonic flows with local 
supersonic velocities", Prikl. Mat. Meh. 11 (1947), pp. 199-202 [translation: Ν AC A 
Tech. Mem. 1261 (1950)]; G. GUDERLEY ' O n the presence of shocks in mixed subsonic-
supersonic flow patterns", Advances in Appl. Mech. 3 (1953), pp. 145-184, and his 
forthcoming book Theorie schallnaher Strdmungen, Berlin: Springer-Verlag, 1957; 
A. BUSEMANN, "The drag problem at high supersonic speeds", J. Aeronaut. Sci. 16 
(1949), pp. 337-344, and "The nonexistence of transonic flows", Proc. Symp. Appl. 
Math. (A. M. S.) 4 (1953), pp. 29-39. The highly suggestive arguments of Busemann 
and Guderley concern the focusing of disturbances at a sonic point of the profile, 
which may cause a considerable change in the flow pattern. A. R. MANWELL ["The 
variation of compressible flows", Quart. J. Mech. Appl. Math. 7 (1954), pp. 40-50] 
applies the perturbation theory to transonic vortex flow, that is, a circulatory flow 
outside a circular cylinder (Sec. 17.4). He shows that to small changes of the boundary 
correspond in general small changes of the flow pattern. However, at certain discrete 
speeds a kind of resonance phenomenon arises. 

75. Some of the numerous investigations on the Tricomi equation are quoted in 
L. BERS, cit. Note 60, and in F. G. TRICOMI, cit. Note 11.27. 

76. See F. FRANKL, cit. Note 74. Another generalization of Tricomi's problem has 
been considered by Gellerstedt. Values of u are given on Co, and in addition on 
the characteristics On , Or 2 (Fig. 174) or on Sin and S2T2 . S. GELLERSTEDT, "Quel-
ques problemes mixtes pour l iquat ion τ/™ζΧχ + zyy = 0", Ark. Mat. Astron. Fys. 26A 
(1938), No . 3. In a recent paper Μ . H. PROTTER ["Uniqueness theorems for the 
Tricomi problem. I I " , J. Rational Mech. Anal. 4 (1955), pp. 721-732] summarizes 
previous results and proves a new uniqueness theorem. Compare the preceding paper 
of this title, ibid. 2 (1953), pp. 107-114, and "An existence theorem for the general­
ized Tricomi problem", Duke Math. J. 21 (1954), pp. 1-7. See also C. MORAWETZ, 
" A uniqueness theorem for Frankl's problem", Communs. Pure Appl. Math. 7 (1954), 
pp. 697-703. 

77. The nonlinearity of the equation in the physical plane should not decisively 
influence the uniqueness problem. I t can be shown that the difference oi(x,y) of two 
solutions of the planar equation azxx + 2bzxy -f czyy + d = 0, where a,b,c,d are 
functions of x,y,zx, zy but not of z, satisfies a linear equation of the form 
αωχχ -f 2bo)xy + Cd3yy + do>x + βω ν = 0. (A simple proof may be found in D. G ILBARG, 
cit. Note 61, p. 235 ff. Cf. also L. BERS, cit. Note 60, p. 98.) 

78. In his repeatedly quoted article, L. Bers formulates several "conjectured non­
existence theorems". Conjecture A relates to nonexistence essentially as explained 
in the text. Assume that there exists a transonic flow with a given speed q°°, past a 
profile P; then there exists no smooth potential flow with the same q°° past a profile 
Ρ which differs from Ρ only along a "critical arc" (7\T 2 in Fig. 175). Conjecture C 
contains the weaker statement that for the transonic flow past Ρ the "perturbation 
problem" in the classical sense is not well set. Conjecture Β considers the variation 
of qx. 

In a recent paper C. S. MORAWETZ ["On the non-existence of continuous transonic 
flows past profiles, I " , Communs. Pure Appl. Math. 9 (1956), pp. 45-68] has published 
a proof of conjecture C. In the continuation [C. S. MORAWETZ, "On the non-existence 
of continuous transonic flows past profiles, I I " , ibid. 10 (1957), pp. 107-131] she makes 
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an essential contribution to the basic problem A. Such mathematical results in this 
difficult domain are, at any rate, of great interest. However, only a detailed study 
of the implications of the assumptions made and of the results obtained can show to 
what extent the results elucidate the situation considered in our text. 
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SUBJECT INDEX 

Numbers in italics refer to the text pages 1-463, non-italic numbers to the Notes 
and Addenda, i.e. pp. 464-501. 

A 

Adiabatic (see also Isentropic, Specify­
ing equation) 

simply, 10, 877, 436ff 
strictly, 10, 208, 209, 428, 424, 426, 

481, 488, 441, 465, 482 
Adjoint equation, 127, 167 
Affine transformation, 131, 185 
Asymptotic solution, 219, 380, 441ff, 480, 

496 
Axially symmetric flow, 81, 88, 85, 465, 

482, 483, 496 

Β 

Bend, flow around 
convex, 800 
concave, 804 

Bergman's integration method, 362ff, 
872ff, 491, 493 

Bernoulli constant (Bernoulli function; 
see also Head, tota l ) , 18, 65, 66, 
87, 90, 875, 888, 428ff, 430 

Bernoulli equation, 17ff, 76, 141, 205, 
240, 281, 829, 424, 427ff, 435 

in differential form, 18, 889 
Boundary conditions, 6, 196, 211, 226, 

270, 271, 849, 352, 875, 402, 406, 
411, 486, 449 

initial conditions, 6, 226 
Boundary layer, 442, 480, 496, 497 
Boundary-value problem (see also Ini­

tial-value problem) 
Cauchy problem, 120, 126, 247ff, 269, 

304ff 
for channel flow, 851ff, 445ff 
characteristic, 122, 172, 176, 247, 259, 

269, 808, 474 
correctly set, 457, 460 
existence and uniqueness theorems for, 

120ff, 802ff, 449ff, 457, 461 

for flow in a plane duct, 249, 270, 271, 
305ff, 445ff 

for flow past a profile, 851ff, 442ff, 449, 
491, 492 

mixed, 271, 808, 449, 459ff, 474, 500 
in one-dimensional flow, 172 
for subsonic jet, 846 

Branch line, 812ff, S25ff, 446ff, 487 
double branch point, 827, 448 

c 

Cauchy's equations, 470 
Cauchy problem, 120, 126, 247ff, 269, 

804ff, 486 

Cauchy-Riemann equations, 251, 279, 
282, 288, 884 

Channel flow, 445ff, 470 
supersonic, 805ff 
transonic, 448ff 

Chaplygin 
correspondence, 288ff, 882ff 
equation (for stream function), 251 

266, 880, 854, 449, 485, 488ff 
flow, 288ff 
function, 381 
jet , 346ff 
method, 829ff, 348, 851, 362, 493 

Chaplygin-Kdrman-Tsien approximation 
(see also Linearized condition), 
267, 278ff 

Characteristic 
cone (see Mach cone) 
coordinates (variables), 166, 265, 477, 

483 
direction, 159, 161, 245, 346, 473 
exceptional direction, 106, 817 
exceptional plane, 818, 820, 472 
line, 108, 281 
quadrangle, 190, 808 
triangle, 211, 875, 473 
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Characteristics (see also Characteristic 
line, Mach line, Compatibility re­
lation) 

cross- 181, 182, 288, 294ff, 307ff, 328 
405, 408, 458 

for general nonsteady nonpotential 
flow, 112 

in the hodograph plane, 252ff, 287ff 
446ff, 484 -

for a linear system, 117ff, 162 
for one-dimensional nonsteady flow, 

112 
of pairs of equations, 116ff, 473 
plus and minus, 245 
of a second-order equation, 107, 158, 

429, 471 
in the speedgraph plane, 162 
for steady two-dimensional potential 

flow, 109 
for steady three-dimensional potential 

flow, 110 
of a system of equations, lOSff 
with viscosity and heat conduction, 

472 
Circuit, 55ff, 469 
Circulation (see also Kelvin's theorem), 

55ff, 285, 444, 469, 485, 498 

Compatability relation 
for nonsteady one-dimensional flow, 

112, 155ff 
for pairs of equations, 119ff, 473 
for plane steady potential flow, 246 
for second-order equation, 107ff, 265 
for system of equations, 106, 472 

Conical flow, 486 
Contact discontinuity, 221 ff, 406ff, 420, 

473, 481 
Contact transformation (see Legendre 

transformation) 
Corner, flow around, 298ff, 336, 341ff, 

402, 486 
Critical curve, 818, 816ff, 886, 846 
Curl, 57, 4243, 469 

and mean rotation, 60 
Stokes' theorem, 58 
and vortex vector, 60 

Cusp 
at limit line, 817ff, 486 
of limit line, 819ff, 486ff, 489 
of stream line, 486 

Cylindrical wave, 86, 112 

D 

D'Alembert 's solution, 86ff 
Discontinuous solution, 200, 219, 380, 

471, 472 
Dissipation function, 28 
Div (see also Gauss' theorem = Diver­

gence theorem), 21, 466 
Doublet (line doublet), 344S, 490 
Dupin's indicatrix, 92ff 

Ε 

Edge (of regression), 134, SI3, 826ff, 447, 
487 

Elastic fluid (overall (p, p)-relation), 7, 
424 

energy equation for, 16 
expansion energy for, 17 
irrotational flow of an, 92 
polytropic gas, 8 

Elliptic 
equation (problem), 118, 132, 271, 362, 

449, 460ff, 485 

point, 92 
Enthalpy, 19 
Energy 

internal, 14 
for a nonperfect gas, 14ff 

kinetic, 13 
potential, 13 

Energy equation 
for an elastic fluid, 16 
for an element of a nonperfect gas, 16 
for finite mass of a perfect gas, 22, 23 
for a fluid element of a perfect gas, 14 
for an inviscid fluid, 11 
for a perfect viscous fluid, 29, 136ff 

Entropy 
change across a shock, 202ff, 382, 481, 

496 
distribution in nonisentropic simple 

wave, 234 
in nonisentropic flow, 423ff 
of a nonperfect gas, 14, 15 
of a perfect gas, 8 

Epicycloid, 254ff, 298 
Equation of continuity (see also New­

ton's Principle), 5ff, 135, 199, 288, 
374, 376, 430, 433 
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Equation of motion (Newton equation, 
Euler's equations; see also New­
ton's Principle) 

for an inviscid fluid, 4, 85, 89, 280, 
874, 876, 424, 4S0, 488 

for a viscous heat-conducting fluid, 
26, 88, 185ff, 199 · 

Equation of state 
for perfect gas, 8, 465 
for nonperfect gas, 14 

Euler's equations, 6, 465 
Euler-Poisson-Darboux equation, 476 
Euler's rule (see Material differentia­

tion) 
Exceptional (see Characteristic) 
Exceptional direction, 817ff, 824 

F 

First Law of Thermodynamics, 9, 424 
Flow past, 

circular profile (circular cylinder), 
856ff, 442ff 

profile, 442ff, 449ff 
semi-infinite cone, 476 
straight line profile, 406ff 
straightened profile, 456ff, 499ff 

Flow intensity, 89 
Folium of Descartes, 886ff 
Frankl's problem, 460ff 

G 

Gauss' Theorem (Divergence Theorem), 
M,4i 

Gradient, 8, 65, 69, 466 

Η 

Head 
pressure, 18, 19, 205, 888 
total, 18, 205, 888, 4US, 481, 485 

Heat 
conductivity coefficient, 21, 149, 875 

Helmholtz' equation (see also Helm­
holtz' theorems), 67 

Helmholtz' theorems, 64ff, 470 
Hodograph 

characteristics, 262ff, 287ff, 400ff, 408ff 
446ff 

equation (see also Chaplygin equation), 
250ff, 261 ff, 868, 493, 497 

mapping, 249, 287 

plane, 91, 252, 256, 267, 824, 856, 884, 
419, 446 

potential, 884, 870 
singularity, 81 Iff 
solution, 268ff, 812, SSlff, 885, 444, 462 
space, 90 
transformation (method), 90, 95, 161, 

249, 470, 483, 486, 488ff, 497 
Hugoniot equation (curve), 207, 208, 884, 

481 
Hyperbolic 

equation (problem), 118, 120, 124, 182, 
159, 244, 271, 449, 461 ff, 476, 480, 
482, 493 

point, 92 
Hypergeometric function, 881, 841, 848, 

849 , 857, 477 , 488ff, 497 
Hypersonic, 49 

I 

Ideal fluid, 88, 165, 465 
Initial-value problem (see also Bound­

ary-value problem, Boundary con­
ditions), 168, 176, 474, 480 

for small perturbations, 42 
Intensity of propagation, 60ff 
Internal force, 2 

for an inviscid fluid, 8 
for a viscous fluid, 26 

Inviscid fluid, 8 
Irrotational flow, 59, 87, 157, 470 

and Bernoulli function, 66, 875 
of an elastic fluid, 92, 
plane steady, 95, 287ff, 827 
and potential, 70 

Isentropic (see also Adiabatic), 8, 465 
non-, 229ff, 428ff 

Isobar, 90 

Isothermal, 8, 19, 97, 425 

J 

Jacobian (Jacobian determinant), 180, 
180 

Κ 

Kelvin's theorem (see also circulation), 
68ff 



SUBJECT I N D E X 511 

L Material differentiation (particle dif­
ferentiation, Euler's rule of dif­
ferentiation), 2, 8, 464 

Material line (filament) 
vortex line as, 64, 426 

Mixed flow (see also Transonic), 88, 84, 
276, 448ff, 460ff, 4595, 487, 492 

Mixed problem (see Boundary-value 
problem) 

Monge-Ampere equation, 282, 285, 485 
Monge cone, 471, 472 
Monotonicity law, 457 

Ν 

Navier-Stokes theory, 186, 225 
Newton equation (see Equation of mo­

tion, Newton's Principle) 
Newton's Principle (see also Equation 

of motion), Iff, 464 
Newton's Second Law (see alsn Equation 

of motion), 1, 226 
Nodal point, 146 
Nodal point ( = lattice point) of network, 

168, 247, 259, 260 
Nonlinear, 78, 108, 241, 271, 449, 461, 

474, 480, 500 
Nonperfect gas, 14, 481, 494 

energy equation for, 16 
entropy for, 14, 15 
equation of state for, 14 
internal energy for, 14, 15 
specifying equation for, 16 

Nonsteady flow, 86, 114 
one-dimensional, 78, 112, 155ff 

Ο 

One-dimensional flow 
nonsteady, 78, 112, 185, 155ff, 829, 476, 

477, 481, 497 
general integral for, 165ff 
Riemann function for, 167, 474, 477, 

480 
steady, 187ff, 148 

Ρ 

Particle function, 158, 160, 168, 186, 225, 
280 

Particle line (world l ine), 5, 78, 79, 182, 
188, 211, 473 

as characteristic, 114, 220 

Lagrangian equations, 4 
de Laval nozzle (convergent-divergent 

nozzle), 445, 486, 497, 498 
Laplace equation, 71, 280, SS2, 459, 485 

operator, 89, 71 
Legendre transformation, 262ff,A83fi 
Lighthill 's method, 852ff, 868, 870, 871, 

872ff, 444 
Limiting (l imit) 

circle, 88, 277 
cusp of limit line, 319, 444, 456, 486 

487, 489 
double limit point, 819, 889, 846, 445 
intersection of limit lines, 820 
line, 184, 270, 81 Iff, 886ff, 448, 451, 

458ff, 486, 487, 499 

sonic, 822ff 487, 488 
point, 817 

Linear differential equation (s ) , 117ff, 
124ff, 162ff, 250ff, 262ff, 829, 471, 

474, 492 
Linearized flow (small perturbation), 

Hff, 46ff, 86, 452, 467, 494, 498 

Linearized condition (see also Chaply-
gin-Kdrm&n-Tsien gas), 17, 19 

Local 
Mach angle 49 
Mach number 49 
sound velocity 49 

Μ 

Mach 
angle, 48, 49, 882, 404, 468 
cone, 48, 114, 472 
line (characteristics), 52ff, 95, 102, 

108, 108, 245ff, 256, 291ff, 805, 
810, 818, 818ff, 480, 468, 483 

net, 258ff 
number, 48, 49, 89, 142, 202, 208, 875, 

880, 881, 898, 418, 481, 448 
Mapping (see Hodograph) 
Massau's method, 259ff, 473 
Material discontinuity, 472 
Maximum 

circle, 91, 254, 299, 887 
velocity (speed), 89ff, 240ff, 888ff, 

Mean rotation, 60 
and Bernoulli function, 65 

Meunier's theorem, 93 
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Peres-Munk (p,p)-relation, 483 
Perfect gas 

diatomic, 97, 476 
energy equation for, 22 
entropy of, 7 
equation of state for, 7, 465 
monatomic, 476 
pressure head, 19 
specifying equation for viscous, 30 

Physical 
plane, 91 
space, 90 

Planar differential equation (see also 
Linear and Nonlinear), 103, 117, 
124, 130, 157, 281, 248, 429, 436, 471 

Plane flow (motion), 9, 465 
radial, 77 
steady, 424, 426, 489, 481 
steady irrotational, 237ff 
steady plane flow of viscous fluid, 

377ff, 440, 496 

Poisson's solution (Poisson's formula), 
40, 42ff 

Polytropic gas (see also Elastic fluid), 
8, 95, 156, 164ff, 286, 251,253ff, 291, 
829ff 

κ = 1.4, 75, 97, 148, 161, 286, 492 
κ = — 1 (see Linearized condition) 
κ = 5/3, 157 
isothermal, 97 

Potential (potential function), 70, 71, 
100, 157, 168, 186, 248, 244, 449ff, 
455 

acceleration, 469 
complex, 251, 283, 834, 343, 856 
equipotential line (potential l ine), 

242, 272, 274, 317, 823, 326, 327 
equipotential surface, 70, 77 

Potential equation (see also Potential 
flow, Potential ) , 72ff 

for axially symmetric flow, 81, 88, 85 
for one-dimensional flow, 157 
for steady plane flow, 79, 100, 108, 241 ff 

246, 485, 490 
for three-dimensional steady flow, 110, 

472 
Potential flow (see also Potential, Po­

tential equation) 
breakdown of, 454ff, 499ff 
transonic, 442ff, 498ff 

Prandtl-Meyer flow (see also Simple 
wave ) , 485 

Prandtl number, 148, 149, 150, 441 
Prandtl's relation, 481, 494 
Pressure 

dynamic, 96 
hydraulic, 8, 24ff, 465 
hill, 92ff, 98, 257, 887ff, 494 

in an inviscid fluid, 3 
in a viscous fluid, 25 

R 

Radial flow (source and sink flow) 
plane (see also Cylindrical wave) , 77, 

272, 883, 470, 486 
three-dimensional (see also Spherical 

wave) , 75 
Rankine-Hugoniot conditions, 480 
Reciprocal lattices, 261 
Riemann method (solution), 127ff, 474, 

478 
invariants, 476, 482 

Riemann problem, 211, 224, 228 
Ringleb flow, 885ff, 451ff 
Rotational flow, 425, 429, 433, 454, 470 

s 
Saddle point, lJfi, 816, 822 
Second Law of Thermodynamics, 80 
Shape correction, 284ff 
Shock (shock line, shock front, shock 

surface), 197ff, 200, 219, 229, 876, 
880ff, 899ff, 425, 473, 475, 481, 482, 

494, 497, 499 
conditions, 198ff, 876ff, 380ff, 480, 494 

conical, 486 
curved, 224ff, 423, 430 
decay of, 481 
deflection, 381, 494 
diagram, 21 Off, 387ff 
entropy change across, 202ff, 382, 481, 

496 
head-on reflection of 214S, 418ff, 
interaction (collision), 221 ff, 419ff, 481, 

495ff 
Mach reflection of, 495 
oblique, 877ff 
nonexistence of rarefaction, 480 
oblique reflection of, 41 Iff 
polar, 386, 890ff, 400, 494 
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regular reflection of, 420, 495 
stability of, 495 
strength of, 207, 395 
strong, 896ff, 413 
sufficiency of shock conditions, 436ff 
transition, 135ff, 210, 876ff, 488ff, 476 
velocity of, 200 
weak, 896ff, 399ff, 417 
zero, 201, 381 

Simple wave, 180ff, 191ff, 287ff, 298, 328, 

899, 458, 479, 485, 486 
backward and forward, 182ff, 288ff, 

400ff 
centered, 184ff, 213, 289ff, 298, 479, 

486, 
interaction with shock, 21 Iff 
nonisentropic, 233ff 
particle line and cross-characteristic, 

183ff 
penetration (interaction), 193, 808ff, 

478, 480, 481 
rarefaction (expansion) and compres­

sion, 182, 299ff 
streamline and cross-characteristic, 

294ff 
Singularity (see also Branch line, Limit 

line), 488 
Sonic, 48ff, 89ff, 118, 182 

circle, 91, 254 
double branch point, 827 
limit line, 83, 322ff, 487 
limit point, 322ff, 324 
line, 83, 322ff, 839, 346, 448, 457, 461, 

499 
point 49, 52, 822ff, 839 , 448, 488 
point of a straight stream line, 328, 339, 

448 
sphere, 91 
transonic, 49, 445ff, 450ff, 453ff, 488fT, 

497ff, 500 
Sound velocity, 88, 76 

for particle-wise constant entropy, 
49, 112, 230 

stagnation value of, 73 
Source and sink (see Radial flow) 
Specifying equation (condition), 6 

for adiabatic flow, 9ff 
for the case of viscosity and heat-

conduction, 33 

of an elastic fluid, 6 
general form of, 32, 466 
of an incompressible fluid, 6, 17 
linearized condition, 17, 278 
for nonperfect inviscid gas, 16 
for simply adiabatic flow, 38, 186, 199, 

377, 378 
for strictly adiabatic flow, 10, 30, 38, 

155, 874 
Speedgraph 

plane, 162, 209, 212, 221 
transformation, 161, 168 

Spherical wave, 86 
Spiral flow, 81, 275, 322, 486 
Stagnation 

density, 76, 88, 90, 388 
point, 91 
pressure, 76, 87, 88, 90, 388 
sound velocity, 78 
temperature, 388 

Steady flow, 5 
Stokes' Theorem (see also Circulation), 58 
Strain 

energy,17 
tensor, 29 

Stream function (see also Particle func­
t ion) , 242ff, 268, 329, 333ff, 354ff, 
426ff, 484,491,497 

equation (see Chaplygin equation) 
modified, 430ff 

Streamline (see also Particle l ine), 4, 
52, 242, 246, 249, 291, 294, 317, 320, 
822, 826, 827, 352, 875, 424, 425, 
465, 473, 486 

behind a shock, 41 Iff 
as characteristics, 114, 430 
computation of, 268, 399ff, 423ff 
as contact discontinuity, 408, 420 
deflection on crossing a shock, 881, 390 
entropy distribution, 436 
in a simple wave, 405, 409 

Stress, 3, 24, 27, 137, 466 
Subsonic, 48, 49, 89, 118, 142, 182, 203, 

244, 249, 281, 286, 287, 313, 315, 
359, 860ff, 866ff, 881, 883, 397, 
422, 450, 485, 487, 492, 497 

Subsonic jet (see Chaplygin j e t ) 
Substitution principle, 431 
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Supersonic, 48, 49, 54, 89, 118, 142, 182, 
208, 244, Π9, 277, 818, 327, 859, 
874, 381, 888, 897, 406ff, 422, 429, 
451, 483, 485, 487, 490, 495, 497ff 

Τ 

Telegraphist's equation, 478 
Trajectory (path), 4 
Transition 

conditions (see also Shock conditions), 
198, 876 , 879, 476 

flow for viscous fluid, 142ff, 146ff, 150, 
158, 154 

Transition ( = transonic), 90, 240, 449 
line, 461 

Transonic (see Sonic) 
Tricomi 

equation (problem), 449, 459ff, 485, 500 
gas, 485 

V 

Velocity (see also Subsonic, Sonic, Super­
sonic) 

complex, 251, 884 
head, 18, 205, 882 
local sound, 49 
maximum, 89ff, 240, 888 
of sound, 88, 71 
stagnation sound, 78 

Viscosity, coefficient of, 136, 149, 197, 
875, 438 

Viscous fluid 
incompressible, 466 
one-dimensional flow for a heat con­

ducting, 135ff, 475 
stress in, 24ff 

Vortex 
filament, 61, 469 
flow, 271, 838, 451, 470, 486 
line, 60, 64, 425, 469 
sheet, 473 
theorems (see also Helmholtz' theo­

rems, Helmholtz ' equation), 68, 
66, 67, 470 

tube, 61 
vector, 60, 426 

Vorticity, 61, 426, 468 

w 

Wave equation 
generalized, 86 
in one dimension (D'Alembert's solu­

tion), 86, 467 
in three dimensions (Poisson's solu­

tion), 40, 467 
in two dimensions, 45 

Work, IS 
against viscous forces, 28 


